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ABSTRACT
The emergence of voice assistants has resulted in a more seam-
less interaction between users and their devices. Existing work
highlights how social features like empathy, anthropomorphism,
and personification affect the interaction quality and acceptance of
the device. In this exploratory study, we investigate the possibility
of using voice assistants as empathetic agents that can converse
socially with their users, outside their usual function, via Speech
Synthesis Markup Language (SSML) features like prosody to ex-
press emotions and display empathy. A user study indicated that a
combination of verbal content and prosodic features successfully
helps the assistant express emotions, allowing users to perceive em-
pathy. Moreover, while users support the emergence of empathetic
voice assistants, they are also concerned about possible negative
consequences, such as reduced human interaction and exploitation
of emotional states. Our work contributes to the growing field of
conversational user interfaces, opening doors for a new form of
human-machine relationship.

CCS CONCEPTS
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1 INTRODUCTION
Voice Assistants (VA) are slowly becoming integral to many house-
holds. According to Fortune Business Insights reports, the market
value of VA systems reached USD 6.9 billion in 2018, and it is pre-
dicted to go as high as USD 23.8 billion by 2026 [33]. They offer users
various new functionalities and convenience, while being easily
accessible through personal or home devices such as smart speak-
ers, smartphones, and personal computers [10, 45]. Additionally,

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
OzCHI 2023, December 02–06, 2023, Wellington, New Zealand
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-1707-9/23/12. . . $15.00
https://doi.org/10.1145/3638380.3638398

they provide people with new means of interaction with computing
systems that do not require physical touch [2].

The recent advent of voice assistants has been pivotal to HCI
[17, 33]. However, the interaction is more instructional than social.
Chin and Yi [10] state that users often treat VA as servants, result-
ing in abusive behaviour towards these agents. They also argue that
this behaviour may translate into real life through poor communi-
cation skills, and even result in the mistreatment of humans and
animals. Furthermore, following the Computers as Social Actors
(CASA) theory, Pelau et al. [34] suggest that inclusion in users’
social group plays a vital role in accepting more AI devices in our
daily lives. In many real-world situations, having a more sociable
VA can improve the users’ experience with the device. In hospital
dormitories, for instance, patients admitted in private rooms for
longer duration often feel lonely and sad due to lacking social in-
teraction. In such cases, a socially skilled VA can act as a friend and
provide companionship to these patients.

Multiple factors affect the sociability of an AI device. Research
suggests that anthropomorphic characteristics, such as physical ap-
pearance and mental state, along with personifying devices through
gender and identity, play an essential role in developing consumer-
AI relationships [9]. Furthermore, improving a device’s empathy
and interaction quality enhances the communication experience
between humans and their VA, resulting in users interacting more
with humanoid AI devices than with non-humanoid ones [34]. Em-
pirical evidence indicates that an empathetically responsive ma-
chine can positively influence the users’ emotions and behaviour,
improving trust, engagement, and loyalty [10]. Reconsidering the
scenario of hospital dormitories, introducing empathy in the so-
ciable VA can enhance their companionship with the patients by
acting as good listeners and supporting their mental health. How-
ever, research on using empathy to increase the sociability of VAs
is limited.

In this research, we delve deeper into the concept of empathetic
VAs, specifically toward the vocal emotional expression of the con-
versational agents, as a response to the emotions demonstrated by
the users. Namely, we investigate the following research questions:

RQ1: In what ways can we effectively convey the emotional state
of a voice assistant to its users?

RQ2: How well do users perceive the emotional state of a voice
assistant when the assistant responds empathetically?

RQ3:What are users’ opinions on the potential advent of empa-
thetic voice assistants in everyday lives?

To answer these questions, we first implemented a voice assistant
capable of changing its responses empathetically through dynamic
speech synthesis and prosodic features. We then conducted a user
study where participants completed representative tasks with a VA,
which involved enacting a script in a specified emotion and record-
ing their perception of the assistant’s emotional state based on its
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response. After the task, the users rated the assistant’s capabilities
on a perceived empathy scale and answered questions regarding
their views on empathetic VAs.

We found that speech-based emotional expression is possible in
VAs by manipulating verbal content and prosody (RQ1). When im-
plemented precisely, users understand if the assistant is responding
to them empathetically or not (RQ2). Furthermore, users support
the advent of empathetic assistants but raise concerns and define
boundaries that the VAs should not cross (RQ3). This research con-
tributes valuable insights into the field of human-VA interaction
and extends the work on empathetic agents.

2 RELATEDWORK
2.1 Empathy in Voice Assistants
There have been many proposed definitions of empathy in liter-
ature. The most widely accepted one is by Hoffman [18], which
describes it as “a psychological process that makes a person have
feelings, that are more congruent with another’s situation than
with his own situation.” Pelau et al. [34] define empathy as “a com-
bination of emotional reactions and the cognitive understanding
of other people’s experiences and feelings.” The emotional compo-
nent above refers to care for others, and all the derived emotional
experiences, while the cognitive component represents the individ-
ual’s ability to understand and act according to others’ thoughts
and feelings. For their work on empathetic agents, Chin and Yi
[10] categorised empathy into two types: 1) Other-oriented Em-
pathy, which is usually driven by altruistic motives and care for
others; and 2) Self-oriented Empathy, which relates to one’s own
performance and emotions. Yalcin and DiPaola [46] developed a
computational model of empathy for interactive agents, including
conversational agents, where they state that empathy is the abil-
ity to relate and respond to someone else’s emotional state, and
consists of emotional communication competence, emotion regu-
lation, and cognitive mechanisms that result in a broad spectrum
of behaviour. Lastly, Paiva et al. [32] define empathetic agents in
two ways: 1) agents that respond emotionally to situations in a way
more congruent with the users’ or another agent’s current state, or
2) agents that, through their actions, motivate users to respond in
a way more congruent to the former’s current emotional state.

In our study, we consider the perspective where the conversa-
tional agent shows empathy towards its users by manipulating
voice features like prosody.

2.1.1 Benefits of Empathy in Voice Assistants. A notable use case of
empathetic VAs is mood elevation. In a web survey, approximately
79% of the participants (total 130) liked the idea of mood-improving
VAs and displayed interest in using them in the future [3]. Peo-
ple believe that morale-boosting through VAs might be handy in
various circumstances, such as: 1) after bad days of work, 2) for
demanding situations with household members, 3) during sleepless-
ness and insomnia, or 4) on feeling a strong undesirable reaction
after an unfortunate life-event [3]. Chin and Yi [10] also observed
that individuals are often left in an unfavourable affect state after
behaving aggressively, which can be reduced by altering their moral
emotions via an empathetic response.

Virtual personal assistants can also act as good companions at
times of loneliness [3]. Studies reveal that in most VA-user interac-
tions, small talk accounts for around 4-13% of the daily communi-
cation [8], which means many users may be looking for someone
to talk to outside their inner circle of humans. However, many
people feel that conversations with VAs are not genuine due to
the assistant’s robotic voice or lack of emotional expressiveness,
which results in disappointment among users [10, 38]. Moreover, an
emotionally understanding and expressive AI device creates a sense
of embodiment, allowing users to better engage with the machine
[41]. Designers also use social elements like emotional expression
to reduce task load or improve the overall user experience, thus
increasing trust in the technology [38].

Another benefit of empathy in VAs may include communication
training in the form of feedback. For instance, the assistant can
express disappointment when spoken to rudely, allowing users to
improve their communication skills. In a real-world scenario, the
emotionally supportive nature of Alexa has been seen as a plus
point when it acts as a public speaking tutor [44].

2.1.2 Drawbacks of Empathy in Voice Assistants. While fostering
artificial empathy adds numerous advantages to the interaction
experience, it also has disadvantages. For instance, inappropriate
emotional support may increase recipients’ stress and adversely
affect their relationship with the provider [10]. Additionally, Pelau
et al. [34] state that an AI device replicating human intelligence and
empathy can lead to various pessimistic scenarios, where machines
may become self-aware and present potential threats to humanity.
Hence, we need strict regulations concerning the development
of artificial intelligence and its role in society [34]. Research also
point out that a closer resemblance between non-human agents
and humans may provoke the former to express negative emotions,
which users may find discomforting and displeasing [8, 24]. Lastly,
just like they do in humans, emotions may restrict an AI device
from producing an intelligent outcome [27].

2.2 Emotion Expression in Voice Assistants
While extensive work is present on recognising emotions using AI,
there is limited literature on expressing emotions by these devices,
particularly in the case of VAs. Shi et al. [41] were amongst the first
researchers to explore this area, where they attempted to translate
the conversational states of VAs into emotional states, and displayed
them on a chat screen. They exhibited seven emotions using three
different modalities: 1) Facial Expressions, 2) Affective Textbox
Movements, and 3) Voice Waveforms.

Feldman et al. [14] expressed emotions in AI devices through
virtual 3D avatars, by giving facial expressions using Behavior
Markup Language (BML), and speech output that uses both text-to-
speech (TTS) conversion and pre-recorded human speech. Chin and
Yi [10] attempted to mitigate verbal abuse towards conversational
agents by displaying emotions using animated faces. They used
two faces for different empathy orientations (i.e., other-oriented
and self-oriented empathies), and toggled between fixed and varied
facial expressions. Their findings confirmed that the other-oriented
empathy style positively influenced users and successfully reduced
abusive behaviour.
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David et al. [12] designed a collaborative learning environment
by integrating emotions with virtual assistants using Alexa, for
which they used Amazon Skill Builder (ASB), Amazon Skills Kit
(ASK), and Speech Synthesis Markup Language (SSML). Popular
VAs like Apple’s Siri, Alexa, and Yandex’s Alice express various
emotions to their users through words [8].

Most literature on emotional expression in VAs involves a display
screen. However, little work has been conducted using screen-less
smart speakers. Additionally, users have previously shown their
disappointment towards the robotic voice of smart speakers, pre-
ferring the agent’s verbal and vocal characteristics over its facial
expressions [10]. This study aims to investigate the possibilities of
using voice modulation and speech synthesis techniques to express
emotions through a VA.

3 DESIGNING AN EMPATHETIC VOICE
ASSISTANT

We used Google Assistant to design our VA owing to its dynamic
speech synthesis and prosody manipulation features. It also pro-
vided us with a UI-based platform, namely Dialogflow, enabling us
to conduct our user study efficiently.

3.1 Trigger-Response Mapping
Based on literature [7, 21, 40], we defined six trigger emotions to
work on for our empathetic assistant, namely, neutral, happiness,
sadness, anger, fear, and excitement. In this case, fear represents an
individual’s uneasiness while using a VA, such as a first-time user
who uses a VA and is worried about making mistakes. Next, we
defined appropriate empathetic responses for each trigger.

We reviewed existing work on affective empathy [4, 37, 46] and
identified two types of affective responses: parallel and reactive.
While parallel responses aim to maintain the current affective state,
reactive responses aim to alleviate it, making the former more
suitable for positive triggers and the latter for negative ones [37].

In addition to defining the emotional responses, it is essential
to translate them through the assistant. Filippi et al. [15] suggests
that verbal content and prosodic features are essential to express
emotions in audio speech. Therefore, we must manipulate both the
response emotion/mood and wordings. Please refer to Table 1 for
the complete trigger-response mapping.

3.1.1 Response Emotion and Mood. We directly mapped the follow-
ing emotions: neutral-neutral, happiness-happiness, and excitement-
excitement (parallel responses). While we did not change the emo-
tion for a neutral response, we used an upbeat mood to express
happiness and excitement, given user expectations of VAs to ex-
press positive responses [5, 6, 25, 38]. Based on literature, we used a
calm and firm demeanour, combined with gentleness and patience,
as a reactive response to anger [16, 36]. Further, we used a soothing
and reassuring response for fear (or uneasiness). While both anger
and fear require a calm mood, anger requires an assertive yet gentle
touch, and fear needs a more soothing tone. Thus, we split the
calm response mood into calm/happy (soothing) and calm/firm (as-
sertive). Lastly, while responding to sadness, instead of mimicking
it, we followed a reactive empathy approach and tried cheering the
individual [19, 30] using an upbeat mood.

3.1.2 Response Wording. We used words with neutral sentiment to
respond to anger and assuring words to respond to fear. Further, we
used words with positive sentiments to reduce stress and sadness
[1]. Due to a difference in arousal levels of happiness and excitement,
we distinguish their responses based on verbal content: neutral
words keep the arousal levels low in happiness, and playful ones
keep up with excitement’s high arousal.

3.2 Prosody Mapping
Literature suggests that cheerful or upbeat voices usually have a
higher pitch, faster tempo, and louder volume [39, 42, 43]. Further-
more, Scherer and Bänziger [39] also note that for upbeat or slightly
elated voices, the rising and falling slopes of the pitch contour and
the final falls are very steep, and the pitch peaks towards the fi-
nal segments of the utterances. For a calm voice, Crumpton and
Bethel [11] observe that there is no change in the pitch of the voice,
and the pitch contour is relatively flat. Additionally, they suggest
that the speech rate and volume for calm voices typically reduce.
However, we slightly increased the pitch to add a firm grip on the
voice. For a calm/happy scenario, we follow the happiness trends
to slightly increase our calm voice’s arousal levels. While happy
voices usually have a higher pitch, faster speech, and louder inten-
sity when compared to neutral or calm ones, they are much lesser
than excited or typically upbeat voices [11, 20, 31]. Happiness also
follows an uptrend, with the pitch peaking around the second last
segment of the utterance [39].

Combining our findings from the literature with the default
prosodic parameters of voice in Dialogflow, we defined the prosodic
mapping for each response mood (see Table 2).

4 USER STUDY
We conducted a user study to test the effectiveness of our VA’s em-
pathetic responses, and gather participants’ opinions and insights
on potentially using such an empathetic agent in their everyday
lives.

4.1 Study Design
We asked participants to complete five tasks using our VA. After
completing the tasks, they rated the assistant’s skills on a perceived
empathy scale, created by an amalgamation of standard empathy
surveys, and participated in an interview. The experimental de-
sign was approved by the Ethics Committee of our university. The
experiment lasted approximately 60 minutes per participant.

4.1.1 Tasks. The five tasks involved conversing with our empa-
thetic VA in five different scenarios, requiring users to enact a script
with a specified emotion and record their perception of the assis-
tant’s emotional state as per its response. Each scenario represented
a user’s emotional state and matched the trigger emotions, as dis-
cussed in Table 1. The five scenarios with their description and
representative emotions are detailed in Table 3. All the scenarios
were implemented for Google Home Integration via Dialogflow.
For each task, we created scenarios that were likely to be relat-
able, making it easier for the participants to enact the script. In
addition, participants were given adequate time to practice before
interacting with the assistant. To minimise social awkwardness
while interacting with the VA, the researcher left the room and
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Table 1: Emotional Mapping for Effective Empathetic Communication

Trigger Emotion Response Emotion Response Mood Response Wording

Happy Happy Upbeat Neutral
Excited Excited Upbeat Playful
Sad Cheerful Upbeat Positive

Fearful Assuring/Soothing Calm/Happy Assuring
Angry Understanding Calm/Firm Neutral
Neutral Neutral Neutral Neutral

Table 2: Prosody Mapping for Response Moods

Response Mood Pitch Speech Rate Volume Contour Source

Neutral Default 100% 0dB Default N/A
Calm/Firm -5% 95% -3dB Default [11]
Calm/Happy +5% 89% -1dB Default [11, 20, 31, 39]

Upbeat +15% 104% +12dB Uptrend: Pitch increases till the final segment. Very
steep final fall. (0%,+30%) (30%,+50%) (60%,+70%)
(100%,+50%)

[39, 42, 43]

Table 3: Task Descriptions for User Study

Task ID Scenario Name User Emotion Scenario Description

T1 Customer Service Angry User Speaking to an automated Customer Care Service to resolve a problem.
T2 Client Meeting Fear/Uneasy First time using a voice assistant to book a restaurant for an important client

meeting.
T3 Movie Ticket Booking Excited Booking tickets to a long-awaited movie.
T4 A Good Day Happy Employee coming home after a good day at Work.
T5 Broken Phone Sad User just broke his/her phone and wants to get it repaired.

communicated with the participant through a speaker in the room.
The participants could only view their dialogue in the script with
a cue to know when the assistant would respond. Finally, our VA
responded to these scenarios based on the previously discussed
mapping (see Table 2).

After every task, participants were provided with a text field
where they shared what kind of emotion they perceived from the
assistant’s response.

4.1.2 Empathy Rating. After completing all the tasks, users rated
their perception of the VA’s skills on a perceived empathy scale.
The scale was created by combining empathy factors from stan-
dardised surveys like the Consultation and Relational Empathy
(CARE) [29], the Toronto Empathy Questionnaire (TEQ) [22], and
a survey developed by Plank et al. [35]. Table 4 lists the complete
set of used empathy factors. All factors were rated on a 5-point
Likert Scale, starting from Strongly Disagree (1) to Strongly Agree
(5). Like in the source surveys, the empathy score was calculated
for each participant’s response by adding the points scored by each
factor on the Likert scale.

Since the original empathy surveys were designed for humans
and not machines, they are insufficient to truly assess the VA’s
empathetic ability. Thus, we complemented this data with user in-
terviews to gather participants’ perceptions of the VA’s empathetic
ability.

Table 4: Factors in the Perceived Empathy Scale

ID Empathy Factor Source

F1 I have a good feeling when interacting with this
assistant

[35]

F2 The assistant really understood my feelings about
the situation

[35]

F3 The assistant seemed to feel what I needed in this
situation

[35]

F4 The assistant made me feel at ease CARE [29]
F5 I felt that the assistant was really listening to me CARE [29]
F6 The assistant fully understood my concerns CARE [29]
F7 The assistant showed care and compassion to my

concerns
CARE [29]

F8 The assistant had a positive attitude CARE [29]
F9 The assistant was in-tune with my mood TEQ [22]
F10 The assistant was really interested in how I felt TEQ [22]

4.1.3 User Interviews. We used semi-structured interviews, which
were steered using the following open-ended questions:

• How was your experience using the voice assistant?
• What was your perception of the emotions the voice assistant
was trying to express?

• Would you say that the assistant was empathetic? Why?
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Table 5: Participants’ Empathy Ratings

Factor Min Max Mean Median SD

Scores per Empathy Factor
F1 4 5 4.5 4.5 0.5
F2 3 5 4.36 4.5 0.72
F3 3 5 4.36 4 0.61
F4 3 5 4.14 4 0.74
F5 2 5 4.21 5 1.01
F6 4 5 4.71 5 0.45
F7 3 5 4.29 4 0.59
F8 3 5 4 4 0.76
F9 4 5 4.5 4.5 0.5
F10 3 5 4.36 4 0.61

Overall Empathy Score
Score 36 50 43.43 44.5 4.72

• What is your belief on whether a voice assistant should
exhibit any emotions or not? If yes, why, and what emotions?
If not, why not?

• If a commercial empathetic voice assistant is created, would
you wish to engage with it? Why or why not?

The data obtained from the interview process went through
thematic analysis, a widely used approach to analyse qualitative
data [13]. We identified patterns and themes across the dataset
to generate more refined and usable information. This process
was complemented with an affinity diagram to organise and better
understand the large, unstructured, and diverse qualitative data [26].
The diagram involved sticky notes (affinity notes) for each relevant
word, phrase, or sentence, sorted into hierarchical categories and
sub-categories. The qualitative results section compiles the final
themes, sub-themes, and their descriptions.

4.1.4 Demographics. We conducted the study with 14 participants,
6 men (43%) and 8 women (57%). All participants were adults be-
tween the ages of 22 and 33 years old. Additionally, 11 (79%) par-
ticipants reported using VAs sometimes in their day-to-day lives,
while 2 (14%) use them frequently and 1 (7%) participant never uses
them.

4.2 Quantitative Results
This section shares the overall results for the users’ perception of
the assistant’s response and empathy levels.

4.2.1 User Perception of Assistant’s Response. As per participants,
the VA’s emotional reactions to anger varied between calm and
apologetic. Responses to uneasinesswere perceived as helpful, assur-
ing, and neutral. Almost all participants positively acknowledged
the assistant’s enthusiastic responses to excitement, and its happi-
ness-related responses were deemed fitting.While most participants
found the assistant’s responses to sadness helpful, some associated
qualities like generosity, concern, worry, sadness, and cheerfulness
with those responses.

4.2.2 Empathy Rating. Table 5 shows that each empathy factor, on
average, scored 4 or above on a scale of 5. Overall, the mean and
median scores achieved by the assistant on the perceived empathy

scale are 43.43 and 44.50, respectively, out of 50 points, i.e., an 85-
90% satisfaction rate. Given these results, we can safely say that
our participants perceived empathy from the assistant.

4.3 Qualitative Results
Based on our thematic analysis and affinity diagramming, we iden-
tified the following themes and sub-themes for the interview data:

• Overall User Perception and Feedback
• User Feedback on Individual Emotional Responses
• User Preferences on Emotional Interactions with Voice As-
sistants

• User Stance on Emotions in Voice Assistants
• Impact on Society
– Advantages and Use Cases
– Potential Concerns

• Establishing Boundaries in Empathetic Assistants

4.3.1 Overall User Perception and Feedback. Almost all the partici-
pants had a satisfying experience using the assistant. In addition to
an exciting vibe, they also commented on the novelty and potential
usefulness of the empathetic VA. Some participants compared the
experience with their previous usage of VAs and found our assistant
more conversational.

“To some degree, it was similar to a real-life conversa-
tion.” (P5)

“Siri does not have any emotions. I think Alexa has
to some extent. But I think this has more evident
emotions.” (P4)

However, not everyone felt entirely positive about the assistant.
While one participant (P13) did not find the responses satisfying
enough, another (P6) found the assistant’s responses too good to
be true.

“Had these responses come from a human, it would
have made sense ... a machine cannot talk like that.”
(P6)

Moreover, many participants felt that while the assistant was em-
pathetic, it was not fully empathetic.

“The distinction was clear in positive and negative
emotions. But responses to all positive and all negative
emotions felt similar.” (P10)

This variation in responses prompted us to dig deeper into specific
areas where participants felt our assistant lacked in displaying
empathy.

4.3.2 User Feedback on Individual Emotional Responses. To under-
stand users’ perception of each response given by the assistant, we
asked them to think back and elaborate on their experience from
each scenario.

Response to Happiness. In general, participants were content with
the response provided for Happiness. Most of them believed that
the assistant should share our happiness as well. However, some
participants felt that sharing happiness was not enough. Instead, to
be empathetic, the assistant should further elevate their happiness.
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“The assistant’s responsewas happy, but not the happy
that I wanted. I want it to elevate me from happy to
excited.” (P11)

Response to Excitement. Similarly, almost every participant en-
joyed the assistant’s response of Excitement. In fact, one participant
(P4) noticed a jump in the assistant’s voice and tried to match his
own voice with the assistant’s as he continued the conversation. A
few participants felt that the response was good but could be better.

“A little more exciting exclamations could be good.”
(P7)

Response to Uneasiness. Some participants spoke in detail about
their perception of Uneasiness, as they thought it was neither good
nor bad. One participant (P7), however, clearly liked the response.
She believed that a calming tone was reassuring, and she felt confi-
dent enough to solve the problem herself, even if the assistant failed
to fix the problem. Another participant shared a similar perspective
but partly disagreed with the assistant’s reply.

“The response to uneasy was good because the task
was completed successfully. Had the task not been
completed, the fake reassurance would have angered
me ... Don’t be assuring till the task is done.” (P11)

Response to Anger. Only two participants (P8 and P9) felt that the
response to Anger was good. All other participants found some flaw
or inappropriateness in the response. For instance, one participant
(P3) believed that the response to anger was very monotonic or
computer-generated. Another participant (P11) preferred a neutral
or less calm voice from the assistant when angry because any other
response could still trigger her.

Response to Sadness. The user perception regarding the assis-
tant’s response to Sadness deviated significantly from our expecta-
tions, which probed us to delve further into the context. We found
four types of responses that users would prefer hearing from an
empathetic assistant when they were sad.

(1) Firstly, we had a group of users who preferred to be cheered
by the assistant.
“If the users are going to a VA at times of sadness, they
probably want to be cheered.” (P6)

However, this ideologywas shared by only some participants,
as others considered it insincere and derisive.
“Don’t like fake cheering ... Just be understanding about
my situation.” (P3)

(2) Next, some participants would prefer the assistant to share
the users’ sadness, as they felt the need to consume the sad-
ness before solving the issue. However, most people dis-
agreed with this ideology, thinking it could further ruin the
mood.
“Sadness for sadness can make the user more guilty.”
(P14)

(3) The third type of response included cheering or consoling the
user indirectly.
“Help the user indirectly. Maybe by getting a storyworse
than what happened to them.” (P7)

(4) One participant (P10) considered a fourth type of response
that combined multiple techniques. She suggested resonating

with the sadness first until the problem is fixed and then
gradually cheering the user.

Even after such differences in opinions, participants agreed that
every user might have a different experience and behaviour, and
different types of responses may be required. So they suggested
using personality and situations to decide the type of response. Some
even considered giving users the power to choose their response
type.

“The users can choose in the start the kind of response
they prefer, or maybe the assistant can gauge it over
time.” (P9)

A significant diversity in responses makes it difficult for us to
present a straightforward model to address sadness in an individual.
Thus, a better understanding of users’ preferences and beliefs is
needed.

4.3.3 User Preferences on Emotional Interactions with VAs. While
discussing the type of emotional responses users would expect from
a voice assistant, we found some interesting insights. In line with
our expectations, the overall bias was towards positive emotions.
For instance, participant P3 suggested that the assistant be support-
ive, empathetic, and comforting. Other participants also suggested
keeping all the negative emotions away.

One participant suggested that the assistant should show either
positive or neutral emotions, and did not support any harmful
speech or hatred coming from a machine.

While most participants agreed with her statement, two partici-
pants suggested otherwise. For instance, participant P9 suggested
that the assistant should judge the situation and respond positively
or negatively.

“Well! The assistant can be harsh if the user is about
to do something dangerous.” (P9)

P10 also supported this statement as she believed that the end goal
is to reach a positive outcome, and the assistant should try whatever
it can to reach it.

4.3.4 User Stance on Emotions in Voice Assistants. Most partici-
pants believed having emotions in VA is beneficial, but everyone
had different reasons and expectations. For example, P3 believed
VA should have emotions because it is a step towards disguising the
machine as a human. Participant P14, who had a similar mindset as
P3, added that as long as there are limitations, emotional machines
and humans can coexist.

Another participant (P7) had a different reason for allowing VA
to express emotions. She believed that emotions would be constant
in humans and that machines are built to help them. Therefore, if
expressing emotions helps humans, the machine should do it.

“The assistant should know how to handle human
emotions, not display its own.” (P7)

Lastly, three participants (P1, P9, and P13) did not explicitly
support machines emoting, as they felt emotions were human char-
acteristics. However, they did not speak against it.

4.3.5 Impact on Society. In this theme, we discuss the impact of
emotional or empathetic VA on society regarding benefits, concerns,
and use cases, as stated by our participants.
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Advantages and Use Cases. Most participants talked about the
advantages of having a voice assistant that can express emotions.
The first and most mentioned advantage is that users would have
someone to talk with and share their feelings. They also suggested
that empathetic assistants would be good company during boredom,
and could be great companions for lonely older adults.

“I am an introvert and spend most of the time alone.
It’ll be nice to have someone to talk to.” (P2)

Contrarily, other participants liked having emotions in machines
because it added a human feel to the experience. Two participants
(P4 and P11) even mentioned that adding emotions to a voice assis-
tant’s response will increase convenience and enhance the task’s
process.

Another example was the use of these assistants in customer
care centres (P1, P3, and P6). Participant P1 extended this to any
tasks that humans find frustrating.

One use case, which more than one participant agreed upon, was
in psychotherapy and medical fields. P5, P6, P10, and P14 found
the assistant comfortable and convenient enough to be used in
counselling, and handling users with depression and anxiety.

“I would like to have different kinds of conversations
with this assistant. Not the ones I usually have with
humans . . . Maybe like the ones I have with my coun-
sellor? ... I don’t expect it to be judgemental about
what I tell it.” (P5)

Lastly, one participant (P9) suggested that an empathetic voice
assistant may impact user behaviour positively by training people
to become more emotionally intelligent.

Potential Concerns. While the participants saw many benefits
of introducing emotions in VA, they shared potential concerns
and worries. A common concern that most participants revealed
was that a machine entering human territory like this could create
a distance among humans. They were also worried about being
unable to distinguish between humans and machines.

“Distinction should be clear ... Amachine is amachine.”
(P13)

Another significant concern that some participants (P3, P4, and
P12) shared with us was regarding the assistant’s emotion recogni-
tion accuracy. They believed that if the emotion recognition accu-
racy of the voice assistant is not 100%, it can make things worse.
However, two participants (P10 and P11) did not agree with this
concern as they advocated that even humans cannot recognise
every emotion perfectly, so how can we train a machine to do that?

Some other concerns included increased dependency on technol-
ogy, increased laziness, and machines exploiting our vulnerabilities.

As the participants revealed their concerns, we looked further
into where they think the line should be drawn to distinguish
between humans and machines. We did get some engaging and
helpful opinions from them on the matter.

4.3.6 Establishing Boundaries in Empathetic Assistants. The first
boundary the participants suggested was ensuring that the ma-
chine was not trying to replace humans. For instance, P5 believes
that a machine can never and should never replace human touch

or warmth. She even suggested a boundary that could clear the
distinction for her.

“Multiple emotions are confusing to adapt. Maybe this
could be where machines and humans differ.” (P5)

Another participant (P10), who earlier suggested that a voice assis-
tant could be used as a replacement for humans, clarified that she
intends the replacement to be only temporary and only when she
seeks it or initiates it.

The next suggested boundary was avoiding any form of negativ-
ity from the voice assistant’s perspective.

“Don’t be judgemental . . . Avoid giving unasked ad-
vice and opinions.” (P10)
“Avoid any inappropriate responses or harshness ...
Won’t go to a machine for lecture or judgement.” (P11)

Two participants (P4 and P13) proposed limiting the empathetic
capabilities of the assistant to specific situations or emotions. P4 fur-
ther advocated that the interaction between humans and machines
should also be reduced, as he does not want robots to become a
part of his life.

“I want less interaction with robots ... It is not my wife
or girlfriend. Won’t spend hours talking to it.” (P4)

5 DISCUSSION
Our study showed that participants effectively perceived the empa-
thetic responses of our voice assistant. We also gathered in-depth
insights regarding their perceptions of using empathetic VA, which
we discuss next.

5.1 Tackling Negative Emotions
While tackling positive emotions using an empathetic voice as-
sistant is somewhat straightforward, it can be rather challenging
when dealing with negative emotions. If negative emotions are
not handled well, this has the potential to impact users’ mental
well-being. One participant even recommended not emoting at all
in case of negative emotions, as handling negative emotions can be
dangerous. Not only is it essential to respond with the appropriate
emotion, but it is also vital that the timing of the emotion is accurate.
The Client Meeting scenario was one such scenario where a user
felt the assistant could fail. We intended to ensure that our assis-
tant reassured the users when they felt uneasy or slightly worried
while trying the assistant for the first time. However, premature
reassurance may negatively impact the experience if the task is not
completed as per expectation. Additionally, emotional responses
depend on the situational context, users’ personalities, and moods
[37].

Another reason responding to negative emotions could have neg-
ative consequences is that everyone has a different preference about
how others should react (even when interacting with humans). This
is especially true in the case of sadness, for which we saw very
different user preferences. While some considered the assistant to
respond cheerfully, others wanted it to either sympathise with their
situation, solve the problem, or resonate with their sadness. Neither
preference can be generalised to a larger population, as the perfect
response depends on situations as well as the personality of the user.
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However, many users expect social machines with empathetic capa-
bilities, to be highly skilled in social interactions [38], which does
not give the assistant much space to make mistakes. A discussion
with the participants on handling variations of responses in sadness
generated some helpful ideas, including personality selection or
gauging the user and the situation. One challenging, yet attractive,
solution involves gradually moving from one emotion to another
through the conversation, such that, the assistant resonates with
the users’ sadness until the problem is fixed and then cheers them
up. Nevertheless, more research is needed on tackling negative
emotions, including the types of responses and the damage control
if the suggested response fails.

5.2 Advent of Empathetic Assistants: Boon or
Bane

An empathetic assistant can be a boon to the users, be it to improve
usability experience or have innumerable use cases in everyday life.
As expected, most participants agreed that empathetic assistants
would be great companions for older adults or anyone who feels
lonely. In the UK, people around the ages of 18-34 (same as the age
group of our participants) form the highest proportion of people
who feel lonely, worry about loneliness, and seek help for the same
[28]. Finding companionship in VA may be helpful in such cases.

Another interesting use case suggested by a participant included
using empathetic VA for emotional intelligence training. As es-
tablished earlier, VAs have faced abusive behaviour from users,
and condoning it may result in poor communication skills [10, 34].
Looije et al. [25] claim that therapists often use empathetic be-
haviour to change users’ attitudes and behaviours. So possibly,
empathetic reactions may increase a voice assistant’s capabilities to
train individuals to be more polite with the assistant and improve
their communication skills. However, many users worry about
social approval when talking to machines, and some also dislike
giving the assistants control of the conversations [38]. Therefore,
not all users may support the development of empathetic assistants
for this purpose.

5.3 Concerns and Boundaries
The first concern many users shared regarding empathetic assis-
tants is the extent to which the assistants can recognise human
emotions. They believed that if the emotional perception accuracy
of the assistant is not 100%, it may end up responding inappro-
priately, leading to undesirable consequences. Participants also
suggested that an empathetic assistant should only enter the mass
market if the emotion recognition aspect is perfected. From a user
perspective, it makes sense to introduce these assistants to the
public only when we ensure smooth and flawless execution.

One suggestion is to check the confidence levels in the assistant’s
prediction. If the confidence level is higher than a certain thresh-
old value, the assistant may respond emotionally or default the
emotion expression to neutral. We should also endeavour to create
well-defined boundaries of what the assistants are allowed and not
allowed to do. As some participants suggested, we must ensure that
no opinions, judgements, offensive remarks, or negativity should
come from the AI’s responses, which is already in the works for
VAs [8].

Several participants also felt that machines should not replace
humans. The concern arose from thinking that users may become
more comfortable with the assistants and avoid human contact
altogether. Due to these reasons, participants suggested maintain-
ing distance from artificial intelligence and limiting its empathetic
capabilities. However, where to limit these capabilities? Some par-
ticipants suggested limiting the empathetic ability of the assistants
to specific situations, but this specificity could be different for dif-
ferent people. While some recommended avoiding emotions for
task-based usage, others supported it by saying it improves the
overall interaction experience. Nevertheless, all users unanimously
agreed that they did not wish for the assistants to feel and emote all
the time. Thus, we should consider allowing personalised empathy,
which lets users select their preferred communication style (emo-
tional or non-emotional). It may also support increased and reduced
levels of empathy based on the users’ moods, personalities, and
situations. The number of personalisation options users can and
should be allowed, opens doors for future research in empathetic
conversational agents.

A final concern expressed by our participants was giving ma-
chines the power to exploit users’ emotional states and vulnera-
bilities to deceive them. This privacy and trust issue towards AI is
genuine, and implementation and actions on relevant privacy poli-
cies are still weak [23]. While the privacy policies must be robust,
users could also be given the power to decide what information
can be shared beyond the machine’s local database. They must also
be informed of the consequences of sharing and not sharing any
particular information.

5.4 Limitations and Future Work
There are several limitations of this study. First, we did not evaluate
a fully working prototype in this study. While a plethora of emotion
recognition algorithms exist, the aim of this paper was restricted
to the emotional expression abilities of a voice assistant and re-
lated user perceptions. Future work should conduct an end-to-end
evaluation to further examine the robustness of empathetic VA.

Furthermore, we conducted our evaluation in a controlled labora-
tory experiment with fixed scripts for the user-assistant interaction.
This study does not represent the natural conditions of its typical
usage and is based on a one-off experience. Conducting a longitudi-
nal evaluation in users’ naturalistic settings would yield additional
insights into users’ emotional perception of empathetic VA. It will
also help validate if there are any direct or indirect benefits to
humans of using empathetic VA over time.

Lastly, the study was conducted with a relatively small sam-
ple and does not represent the general population. Future work
should explore a wider population (e.g., older adults) and more user
scenarios in their studies.

6 CONCLUSION
In this paper, we designed an empathetic voice assistant and con-
ducted a laboratory-based study, which included task perceptions,
empathy rating, and qualitative interviews, to better understand
how participants perceived our assistant and the impact of empa-
thetic assistants in everyday lives.
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Based on our study, we recommend manipulating verbal content
and prosodic features to elicit emotions from a voice assistant’s
perspective. Secondly, we successfully validated that users per-
ceived empathy from our designed voice assistant. However, as
agreed unanimously, the assistant is not fully empathetic yet, and
more work is needed to improve its empathetic skills. Lastly, our
interviews with the participants generated many insights regard-
ing ways to handle negative emotions, the merits and demerits of
empathetic assistants in society, and concerns and boundaries to
consider while moving forward in this area.

The contributions of this research are many-fold. Firstly, in the
academic domain, it extends the work on empathetic voice-assistant
interaction. This paper investigates the possibilities of using speech
synthesis to modulate the assistant’s voice and tone to elicit the
desired emotions. Furthermore, it opens doors for more use cases of
virtual assistants, such as mood elevation, communication training,
education, and emotional intelligence training. Other scenarios,
such as companionship, tutoring, and storytelling, may also be
considered. Finally, this research moves towards shifting from a
functional to a social interaction style with VA, to create a better
connection between humans and machines, which can increase the
trust and acceptance of AI devices in our daily lives. To conclude,
we must acknowledge that while empathetic assistants may benefit
humans in various scenarios, they should not aim to replace or
inhibit human contact.
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