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As misinformation increasingly proliferates on social media platforms, it has become crucial to explore how
to best convey automated news credibility assessments to end-users, and foster trust in fact-checking AIs. In
this paper, we investigate howmodel-agnostic, natural language explanations influence trust and reliance on a
fact-checkingAI.We construct explanations from four ConceptualisationValidations (CVs) – namely consensual,
expert, internal (logical), and empirical –which are foundational units of evidence that humans utilise to validate
andacceptnewinformation.Our results showthatprovidingexplanations significantly enhances trust inAI, even
in a fact-checking context where influencing pre-existing beliefs is often challenging, with different CVs causing
varying degrees of reliance. We find consensual explanations to be the least influential, with expert, internal,
and empirical explanations exerting twice as much influence. However, we also find that users could not discern
whether the AI directed them towards the truth, highlighting the dual nature of explanations to both guide and
potentially mislead. Further, we uncover the presence of automation bias and aversion during collaborative fact-
checking, indicating how users’ previously established trust in AI canmoderate their reliance on AI judgements.
We also observe the manifestation of a ‘boomerang’/backfire effect often seen in traditional corrections to
misinformation, with individuals who perceive AI as biased or untrustworthy doubling down and reinforcing
their existing (in)correct beliefs when challenged by theAI.We conclude by presenting nuanced insights into the
dynamics of user behaviour duringAI-based fact-checking, offering important lessons for socialmedia platforms.
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1 INTRODUCTION
Misinformation—false or misleading information with a credible appearance—has been increasingly
infiltrating online information consumption [53]. Importantly, misinformation on social media trav-
els “farther, faster, deeper, and more broadly” than the truth [112], making these platforms avenues
where it proliferates the most. In response, these platforms have tested several interventions to
identify and treat misinformation.These range from centralised, in-house moderation undertaken
by the platforms themselves [95] to employing third-party fact-checkers to assess information and
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assign credibility labels based on its propensity for harm [45, 93]. However, these approaches have
shortcomings. Platform-led interventions make platforms the ultimate arbiters of truth.This practice
is criticised by scholars and users alike, as it can impinge on an individual’s autonomy in choosing
the content they consume, with some users finding this approach “punitive and patronising” [95].
Furthermore, manual fact-checking fails to keep pace with the rapid creation of misinformation [25],
offering limited scalability and allowing non-credible content to freely circulate on social media.

Given the difficulty of scaling interventions, recent research has increasingly explored automated
approaches to assess content credibility [62, 94] and signal this to end-users [92, 100, 122]. However,
mixed evidence exists regarding the effectiveness of AI-based credibility indicators, irrespective of
detection accuracy. While some research demonstrates that they indeed enhance users’ ability to
distinguish between factual and fake news [41, 100], others find no discernible impact [122]. The
effectiveness of such approaches hinges upon howwell they regulate users’ trust in AI decisions,
influencing users’ reliance on its recommendations. This phenomenon is so pivotal that several
regulations recommend the ‘right to explanation’ – for example, disclosing to users “the existence of
automated decision making, including […] meaningful information about the logic involved […]” [28].

To promote this understanding and foster trust, researchers have proposed various explanation
methods adjoining automated credibility decisions. However, much of the existing research either
investigates AI-based credibility indicators in an overly simplified setting by presenting explicit
decisions without explanations [63, 122] or delves into highly technical, model-centric explanations
like saliency maps and task-decision pairs [57, 72, 85]. While the latter is an improvement over
opaque AI aids, it only exacerbates the pre-existing dissonance between human understanding
and machine explanations.These approaches do not assist users in forming mental models of the
AI’s decision-making process, a crucial element when deciding whether and how to incorporate
its advice [4]. To empower individuals to trust AI-based credibility indicators, it is thus imperative
to design explanations that possess a strong undertone of human reasoning and convey a model’s
decision in terms of how humans construct and revise theories.

Jaccard and Jacoby [46] identify four foundational approaches to validating information, termed
conceptualisation validations (CVs). These CVs offer a systematic framework for how humans
evaluate and accept information, shaping the formulation and assimilation of beliefs. Consensual
validation equates a concept’s worth to the level of acceptance (or consensus) it garners from the
masses. Expert validation suggests acceptance when experts with relevant knowledge endorse in-
formation. Internal validation requires information to survive logical assessment and be without
logical inconsistencies. Finally, empirical validation accepts information supported by rigorous
and systematic empirical evidence. In this work, we are interested in how their use by AI during
collaborative credibility assessment can shape users’ decision-making and reliance on the AI.

Our investigation also explores the impact of twoheadline characteristics.Thefirst, scientificness,
distinguishes between the headline’s message being scientific or non-scientific in nature.The second,
political congruence, encompasses the alignment of the headlinewith participants’ partisan beliefs
and biases, distinguishing between congruent, incongruent, and altogether non-political headlines.
By considering these factors, we aim to understand how AI-based credibility indicators can augment
the perceived accuracy of (in)congruent headlines with differing scientificness.

We hypothesise these characteristics may require different types of evidence during fact-checking.
For instance, the credibility of scientific news, suchasmedical research,maybeverified throughempir-
ical data [70, 97]. In contrast,political newsmaybeverifiedby examining the biases of those endorsing
it [51, 113]. Importantly, belief in political news (but not scientific news) is often subject to motivated
reasoning, where information congruent with one’s partisan attitudes is deemedmore credible [107].

Addressing the aforementioned research gaps, we seek to answer the following research questions:
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RQ1:How do the presence and type of CV-based explanations influence reliance on
an AI-based credibility indicator?
RQ2:How does the effectiveness of CV-based explanations vary based on the charac-
teristics (scientificness and political congruence) of the headline being fact-checked?
RQ3:How do personal and contextual factors, such as an individual’s confidence in
their judgement and trust in AI, influence the impact of CV-based explanations?

To answer these questions, we conducted a survey-based study with 320 participants. We showed
participants both factual and fake news headlines, each accompanied by an AI-based credibility
indicator and an explanation whose presence and type varied between treatments. For each headline,
we measured participants’ credibility judgements and their confidence in those judgements twice
– once before and once after displaying the indicator. Our experimental design manipulated theAI
judgement (i.e. agreeing or disagreeing with the user’s assessment), the scientificness of the headline
(i.e. scientific or non-scientific), the political congruence of the headline (i.e. congruent, incongruent,
non-political) and the explanation Conceptualisation Validation (CV) (i.e. Control (no explanation),
Consensual, Expert, Internal, or Empirical).

We found that both the presence and the type of explanation influences trust in the AI. Providing
explanations with AI assessments resulted in higher levels of trust compared to situations with no
explanations. However, CVs differed in their ability to induce trust in the AI, with Consensual
explanations being the least effective piece of information supplied. In contrast, Expert, Inter-
nal, and Empirical explanations were almost twice as effective, despite lacking external sources
to corroborate their claims. Overall, explanations were highly effective irrespective of the AI’s
correctness – participants could not detect when they were being guided towards the truth. This
suggests the potential of such indicators to (in)correctly guide people when the AI’s judgement is
(in)accurate. Further, we find no evidence that a headline’s scientificness and political congruence
influence switching behaviour, suggesting that individuals aligned their judgement with the AI
for both attitude-affirming and challenging headlines. Finally, we observed both automation bias
and aversion manifest in this experiment. Participants with higher trust in AI relied more on its
judgements and perceived it as superior. However, some were reluctant to trust the AI irrespective of
its accuracy, embracing their initial (in)correct beliefswhen presentedwith a dissentingAI,mirroring
the ‘boomerang effect’ observed in traditional corrections to misinformation.

This study has four major contributions. First, we highlight how providing model-agnostic, nat-
ural language, CV-based explanations enhances trust in an AI, even in the challenging context of
fact-checking, where prior beliefs are often difficult to influence. Second, we demonstrate that the
framing of explanationsmatters—identical AI judgements explainedwith different conceptualisation
validations lead to different levels of reliance.We underscore howuser behaviours such as conformity
and epistemic dependence shape these trust dynamics.Third, we show that belief in both attitude-
congruent and incongruent headlines can be influenced by a fact-checking AI and its explanations,
suggesting its utility in addressing political misconceptions. Lastly, we underscore the dual nature
of AI-based indicators, demonstrating their capacity to guide users both towards the truth and away
from it. We identify the presence of automation bias and aversion during collaborative fact-checking,
quantifying how users’ pre-established trust in AI causes different reliance on the same credibility
judgements. We also observe a ‘boomerang’ effect—one often seen in traditional corrections to
misinformation—wherein individuals perceiving AI as biased embrace their (in)correct beliefs with
increased conviction when fact-checked by the AI. We conclude by discussing these implications.

2 RELATEDWORK
To design effective AI aids that facilitate credibility evaluation, understanding factors regulating the
influence of automated advice on human decision-making is essential. In the following sections, we
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summarise the research undertaken on this topic. First, we highlight current platform-based misin-
formation interventions and explore reasons for their limited effectiveness. Next, we examine factors
influencing human-AI decision-making, and explore the role of explanations in promoting under-
standing of automated decisions. Lastly, we discuss a Conceptualisation Validation (CV) framework,
which outlines the different types of information humans seek to validate and accept new concepts.

2.1 Misinformation: The Story so Far
Misinformation has become rampant in today’s online spaces, especially on social media platforms
where user beliefs and partisan narratives shape content creation and dissemination [58].This steady
influx of unverified content, coupled with its propensity for widespread harm [1, 37, 91] has attracted
interest from platforms and researchers alike. Despite being breeding grounds for misinformation,
social media platforms also carry the potential to combat the relentless spread of misinformation
within their communities. Credibility signals on disputed social media posts can notify entire net-
works of users viewing unverified content, besides alerting the original authors.This phenomenon,
termed ‘observational correction’ [115], furthers the reach of corrective efforts by communicating
credibility to those who may be unwilling or unable to verify content themselves. Moreover, alerting
individuals to the veracity of posts directly at reading time ismore optimal than offering it afterwards,
since corrective messages tend to propagate slower than misinformation [112] and may not reach
all exposed to it.Therefore, corrective efforts on social media have the advantage of clinging onto
problematic content, ensuring greater reach.

2.1.1 Existing interventions to combatmisinformation. Thecurrent landscape of efforts against online
misinformation varies along two dimensions—the central authority on truth (who determines what
content classifies asmisinformation) and the treatment of non-truths (how detectedmisinformation is
dealt with). Social media platformsmostly follow a centralised approach, utilising on-sitemoderation
techniques such as policy-based fact-checking [69, 95, 110], and employing a combination of AI and
third-party human fact-checkers [68] to identify and review potential misinformation.

While seemingly promising, platformsmoderating content and decidingwhatmillions of users can
consumemakes them the supreme arbiters of truth—an outcome that users and researchers alike have
heavily criticised [95]. Harsher platform responses towards misinformation, such as downranking or
altogether removing disputed content [74], can conflict with freedom of speech, with some viewing
it as disguised censorship. Further, centralised decisions to remove content may go against end-users’
needs, as some users may nevertheless wish to view unverified content to assess it independently,
and stay informed of what their online peers share, irrespective of its veracity [49, 90].

In contrast, more lenient interventions that display credibility labels or warning flags aim to
empower end-users to assess information themselves, without compromising user autonomy. How-
ever, empirical evidence for their effectiveness is mixed. While some research reports that labels
enhance users’ ability to discern truth from fiction and reduce their willingness to share misinfor-
mation [67, 122], others find labels to have only a minuscule effect [18, 78]. Notably, users are often
reluctant to trust platform-supplied interventions. For instance, Saltz et al. [96] report that partic-
ipants perceived platform-assigned fact-checking overlays as “punitive and patronising”, finding
it paternalistic and judgemental when the platformwarned them about content credibility.

This grave distrust in platform-assigned credibility indicators stems from users’ awareness of the
conflict of interest faced by these platforms. Social media giants, where misinformation proliferates,
are profit-driven and often algorithmically promote content that generates higher user engagement.
Thus, combating misinformation—a category of content that attracts more attention than factual
content [101]—appears to occur at the expense of revenue.This can cause platforms’ fact-checking
efforts to appear contradictory to their ethos [96]. Employing third-party human fact-checkers and
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moderators, which are perceived as more neutral, may reduce this institutional distrust. However,
manual fact-checking initiatives cannot scale to keep pace with the rapid generation of misinfor-
mation [25].Thus, there is an urgent need to identify and design automated aids that can act as more
neutral authorities, scale efficiently, and alert users to the questionable veracity of posts.

2.2 AI-based Credibility Assessment
A rich variety of empirical research has examined howArtificial Intelligence (AI) can collaborate
with humans during decision-making [9, 15]. AI agents have successfully improved human decision-
making across domains, including agricultural productivity [79], recidivism prediction [60], andmed-
ical diagnoses [44, 88]. Correspondingly, estimating the veracity of new information can be perceived
as akin to the aforementioned decision-making tasks, where users leverage prior knowledge, heuris-
tics, and contextual information to formulate judgements, potentially benefiting from AI assistance.
Whilemost researchonautomated fact-checkinghas focusedondetectingandclassifyingmisinforma-
tion [7, 66], there is a growingneed to studyhowbest topresent automated credibility outcomes to end
users, with fact-checks being increasingly automated.Thus, researchers have started investigating
the utility of AI-based credibility indicators in signalling misinformation and influencing users’ dis-
cernment abilities, an approach offering greater scalability and efficiency than manual fact-checking.

Current research on AI-based credibility indicators indicates a spectrum of effectiveness [63, 77,
100, 122]. Notably, people’s accuracy in spotting fake and factual news increaseswhen presentedwith
a machine learning model’s warning. However, increased discernment does not necessarily translate
to increased trust in the model [14, 77, 100]. Following this finding, researchers have emphasised
the significance of utilising transparent, human-understandable models. Similarly, Seo et al. [100]
observed a stark disconnect between intervention accuracy and trust—participants placedmore trust
in a less accurate but more familiar fact-checking indicator (presented as the statement “Disputed
by Snopes.com and PolitiFact.com1”), compared to a more accurate machine learning indicator [100].
In a similar vein, Yaqub et al. [122] compared AI-based credibility indicators with traditional, more
commonplace indicators such as those involving fact-checkers and news media, and found that the
AI-based indicators were the least effective. Of note is the common characteristic of AI-based indica-
tors in the previous research: they were presented without any explanations. Because explanations
and decision interpretability are prerequisites to trust in any intelligent system’s decision [40], it is un-
surprising that automated credibility decisions without explanations minimally impacted end-users.

2.2.1 The pivotal role of explanations. Recent literature on human-AI collaborative decision-making
has identified several factors shaping user trust and reliance on automated systems. A multitude
of contextual and personal determinants, such as risk perception [35, 36], AI literacy [17], confi-
dence [124], and level of anthropomorphism of the automated aid [54], have been found to influence
trust. Perhaps most important is the widespread finding that model explanations play a significant
role in building trust [61, 124]. Explanations can enhance understanding of automated decisions,
with increasedmodel transparency heavily influencing users’ perceptions of automated systems [27].

Explanations of AI decisions range from being feature-based, such as saliency maps which high-
light input features utilised by the AI to make predictions [42, 57], to being example-based, where
task-outcome pairs are presented to convey the rationale the AI might be following [85]. Recently,
researchers have also proposed data-centric explanations, which describe the data the AI was trained
on, including the collection and labelling process, pre-processing details, sample diversity, and rec-
ommended use-cases [3].While these approaches can bemore transparent than AI decisions without

1Snopes and PolitiFact are popular fact-checking websites.
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explanation, they are either overly technical andmodel-centric, or are data-centric and require signif-
icant cognitive effort to parse [3]. End-users interfacingwithAI aids should not be assumed to be tech-
nical experts and thusmay not appropriately understand these complex, technical explanations [103].

The exploration of explanations that are not excessively technical remains limited in the context
of automated fact-checking. Horne et al. [42] examined an explanation incorporating surface-level
features of news content, such as word usage and tone, and found it to enhance users’ ability to
assess news veracity. However, other styles of non-technical explanations that attempt to reasonwith
humans exhibit limited effectiveness. Rader et al. [89] examined ‘How’, ‘Why’, ‘What’, and ‘Objective’
(unbiased) explanations on users’ perception of algorithmic transparency.These explanations im-
proved users’ awareness of algorithm involvement but not their understanding of it. Further, Epstein
et al. [24] tested a headline-agnostic, static explanation, which communicated that the credibility
decision was made through automated analysis of human labellers’ input. While this explanation
reduced the sharing of disputed posts, it failed to foster users’ trust in the AI’s credibility judgements.

Taken together, these works emphasise the need for designing explanations that not only promote
understanding of automated credibility decisions, but also foster trust in these decisions. Especially
in the context of credibility assessment, where AI-based indicators are expected to influence beliefs
and attitudes, users need to understand the rationale behind the AI aid’s advice.They should be able
to trust it to incorporate its judgement during decision-making since users are more likely to accept
the recommendations of automated aids when they have a sound and complete understanding of
the reasoning behind them [26, 55].

2.3 Appropriate Reliance and Biases in AI-assisted Decision-Making
Despite their promise, explanations may not consistently guide users in determining when to accept
or reject AI recommendations. This phenomenon where users are able to discern the accuracy of
AI advice and rely on it only when warranted is termed appropriate reliance [98]. In Human-AI
collaborative scenarios, the accuracy of reliance on AI significantly impacts decision-making out-
comes [104, 108]. Since overreliance can lead to poorer human-AI team performance [5, 12, 124], it
becomes crucial to understand factors that influence the degree of human reliance on AI. However,
several biases come into play when quantifying reliance on automated aids.The perceived trustwor-
thiness of AI can be influenced by users’ dispositional trust (or lack thereof) in automated systems.
Individuals may excessively trust automated advice and incorporate it into their decision-making
without critical evaluation.This tendency to perceive automated systems as more knowledgeable
than oneself and exhibiting unwarranted trust is referred to as automation bias [33, 75]. Similarly,
individuals lacking trust in fellow humans may prefer automated content moderation over that by
humans [73]. On the other hand, undue scepticism or distrust towards automated systems, known
as algorithm aversion [52, 87], may lead users to solely rely on their own judgements, disregarding
automated advice. However, while explanations aim to enhance user understanding, they may
paradoxically lead to overreliance on AI decisions, creating challenges in fostering appropriate
reliance on AI systems [19, 59]. Such undue effects, termed ‘explanation pitfalls’ [23], have been
found to exist, albeit in a different human-AI decision-making context than this study examines.
Therefore, investigating how automation bias and aversionmaymanifest in an AI-assisted credibility
assessment scenario and how they regulate the effectiveness of explanations is crucial.

2.4 Conceptualisation Validations
Jaccard and Jacoby [46] propose four fundamental approaches individuals use for validating in-
formation, termed conceptualisation validations (CVs).These CVs form an essential component of
theory construction and, together, formulate a structured systemon howhumans evaluate and accept
information, ultimately influencing the formation and integration of beliefs.The four CVs are:
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(1) Consensual validation:This validation type assesses the worth of a concept by the level of
acceptance or consensus it receives from the masses. Consensual validation recognises the
importance of social influence in shaping beliefs, attitudes, and behaviours.

(2) Expert validation:This validation type relies on the endorsement of experts with relevant
knowledge and experience to confirm the validity of a concept. Expert validation recognises
the critical role of authority figures and domain experts and the trust individuals place in them.

(3) Internal validation:This validation type suggests a concept can be accepted if it withstands
logical scrutiny and is free of logical inconsistencies. Internal validation recognises the sig-
nificance of logical coherence and consistency in shaping beliefs and attitudes.

(4) Empirical validation:Thisvalidation type asserts that concepts are valid if they are supported
by rigorous and systematic empirical evidence. Empirical validation recognises the importance
of evidence-based arguments and scientific rigour in regulating beliefs and attitudes.

The existing literature underscores the importance of explanations in the realm of automated
fact-checking, yet there is a notable dearth of explanations that have been successful at explaining and
fostering trust inautomatedcredibilityassessments.Consequently, our identified researchgapscentre
on understanding how best to present complex automated credibility assessments to end-users, in a
manner that resonateswith their reasoningandenables themtotrust theAI’sdecisions.GiventhatCVs
encompass various building blocks of humanunderstanding and are associatedwith different types of
evidence, they present a unique opportunity to investigate how explanations rooted in different CVs
can regulate users’ reliance on AI-based credibility indicators.Therefore, in this study, we examine
whether and to what extent humans incorporate an AI’s fact-checking advice into their decision-
making, when accompanied by explanations derived from different CVs. Additionally, we explore
how automation bias and aversion may manifest in the context of AI-assisted credibility assessment,
potentiallymediating the effectiveness of these CV-based explanations.We aim to contribute insights
into the design of effective and comprehensible explanations for AI-based fact-checking systems.

3 METHOD
Through the lens of a news assessment scenario, we seek to examine how explanations rooted
in different conceptualisation validations (CVs) [46] can impact understanding of an AI aid’s
decision and subsequently influence people’s judgement of the news. To achieve this objective, we
deployed an online survey-based experiment. The following sections describe our experimental
setup, the explanations, participant recruitment, and experimental procedure.

3.1 Experimental Setup
To assess the effectiveness of explanations, participants evaluated the credibility of news headlines
in a two-stage decision-making process. In the first stage, participants viewed a news headline (see
Figure 1 - Step 1/4) and provided an initial binary credibility assessment along with their confidence
in this assessment (see Figure 1 - Step 2/4). In the second stage, the same headline was re-displayed,
with the addition of anAI-based credibility indicator (see Figure 1 - Step 3/4).This indicator comprised
a binary decision and an explanation whose presence and formulation varied between treatments
as per the four CVs.The control condition presented an explicit judgement without any explana-
tion. Participants then had the option to revise their initial judgement by making a final credibility
judgement, incorporating or rejecting the AI’s advice (see Figure 1 - Step 4/4).

This approach is akin to a pretest-posttest experimental design, commonly employed in similar
experiments measuring the effectiveness of credibility indicators on belief fluctuations in news
articles [32, 39, 80, 109]. Moreover, it aligns with the research finding that individuals tend to form
independent decisions before considering an automated aid’s recommendations [34]. This setup
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Please carefully review the news headline below:

Cardiac arrests are increasing in athletes vaccinated against COVID-19.

What do you think about this news? 

I think this news is accurate
I think this news is inaccurate

How confident are you in your judgement?
Please indicate how confident you feel in your judgement on a scale of 1 (not confident at all) to 100 (fully confident).

1
Not confident at all

100
Fully confident

The AI believes this headline to be inaccurate.

70

Reasoning:
Several studies have found no evidence to suggest that the COVID-19 vaccine 
increases cardiac arrests among athletes. In fact, the vaccine is designed to 
protect against COVID-19, a respiratory illness, and has not been shown to 
have any direct effect on the cardiovascular system or heart health.

Step 1/4

Step 2/4

Step 3/4

Step 4/4

Decision-​making: Stage 1

What do you think about this news now? 

I think this news is accurate
I think this news is inaccurate

How confident are you in your judgement?
Please indicate how confident you feel in your judgement on a scale of 1 (not confident at all) to 100 (fully confident).

1
Not confident at all

100
Fully confident

75

Credibility 
assessment 
task presented

Initial judgement 
and confidence 
captured

AI aid's 
credibility 
assessment 
provided

Final judgement 
and confidence 
captured 

Decision-​making: Stage 2

Fig. 1. Anexampleofa tasksequencewhere theAIaiddisagreeswith theuser,progressivelypresentingeachstep.

also mimics the ‘update’ experimental condition in Green and Chen [35], which similarly examines
reliance through a two-stage decision-making process.

3.1.1 Credibility assessment tasks. The headline characteristic of scientificness – i.e. scientific or
non-scientific – and political congruence – i.e. congruent (supporting partisan beliefs), incongruent
(contradicting partisan beliefs), or non-political (non-partisan news) – present six possible combina-
tions.The purpose of classifying headlines as having or missing threads of political congruence, and
beingscientificornon-scientific,was tocomprehensively investigatewhetheroneexplanation type in-
ducesmore reliance than others based on headline characteristics (RQ2).We collected headlines from
Politifact and ImproveTheNews2.Thefinal 16headlineswere selectedbasedon three inclusion criteria:

(1) Headlines had to be verifiably and objectively true or false so that the AI’s explanations could
be woven around the ground truth;

(2) Headlines had to be relevant to the U.S. social and political climate at the time, such that they
were not too ‘stale’ and their evaluation not too obvious, so participants may experience the
need to rely on the AI;

(3) Headlines had to contain a singular claim, allowing a binary credibility judgement and avoiding
situations where a headline is partially accurate.

2ImproveTheNews is a popular aggregator of trustworthy news.

Proc. ACMHum.-Comput. Interact., Vol. 8, No. CSCW2, Article 383. Publication date: November 2024.



Effect of Explanation Conceptualisations on Trust in AI-assisted Credibility Assessment 383:9

Table1. Headlines for eachScientificness×PoliticalCongruence pairing, asperceivedbyRepublicanparticipants.

Scientificness Political Congruence Example headline

Scientific
Congruent “Athletes vaccinated against COVID-19 are experiencing a higher rate of cardiac arrests.”
Incongruent “Coronavirus can be transported by both cigarette and e-cigarette smoke.”
Non-Political “Erythritol, an artificial sweetener, increases risk of heart attacks and strokes.”

Non-Scientific
Congruent “Mass shootings during Biden’s presidency surpass Trump’s entire term.”
Incongruent “Firearms are now the leading cause of death among children ages 1-19.”
Non-Political “Disney announces retirement of Mickey Mouse as official mascot in 2024.”

Each headline pertained to one of the six Scientificness × Political Congruence pairings, with half
being factual and the other half fake (see Table 1).The veracity of headlines was determined by the
credibility ratings given by Politifact and ImproveTheNews. We further solidified our verification by
cross-referencing with the multiple independent and credible fact-checking sources listed by these
organisations in their fact-checking reports for our chosen headlines.

We adopt the characterisation of scientific misinformation by Southwell et al. [105], defining it
as news contradicting the best available scientific evidence and established scientific principles. For
scientific headlines, we selected medical and health-related news, following other works examining
scientific misinformation [21]. We selected non-scientific headlines which represent a diverse range
of non-scientific topics encountered in everyday lives, including entertainment, agriculture, and
social media. Further, the congruence of a political headline is a factor of both the headline (its slant)
and the participant viewing it (their political orientation). Thus, to operationalise political congru-
ence, we included an equal number of Republican-congruent and Democrat-congruent headlines, as
well as entirely non-political headlines. To ensure participants perceive congruence as intended, we
recruited only those identifying as Republicans or Democrats.This ensured that participants were
exposed to both attitude-affirming and attitude-contradicting political claims. By considering the
congruence between an individual’s political orientation and the headline’s slant, we aim to enhance
the likelihood of our findings being applicable to a broader range of political stances beyond just
Republicans and Democrats. We ascertained this political slant based on prior knowledge of the
deep disagreements between Republicans and Democrats on polarised issues in the U.S., such as
gun ownership.The authors validated this by cross-checking trustworthy online sources of data on
political polarisation, such as the Pew Research Center [82–84].The complete set of headlines and
our classification is included in the supplementary material.

3.1.2 AI-based Credibility Indicator and Explanations. After capturing participants’ initial indepen-
dent assessment, we presented a credibility indicator evaluating the headline in question. Although
these indicators and explanations were created by us, we explicitly informed participants at the
survey’s outset that theywould be interfacingwith a fact-checkingAI aid. To further enhance the per-
ceived authenticity of AI involvement, and following experiments involving an actual fact-checking
AI [63], we phrased the indicator to attribute its judgements to an AI.

Since relianceon theAI canonlybeeffectuatedwhen there is adisagreementbetween theAIand the
user’s initial assessment [39],wedesignedour indicator to randomlydisagreewithparticipants’ initial
judgements half the time throughout the experiment, irrespective of the ground truth.Agreement and
disagreement with the user were operationalised indirectly by presenting the AI’s judgement of the
headline tomirror or oppose theuser’s.Although the resulting eight headlines forwhich theAI agreed
with the participant do not contribute to our understanding of reliance, this balancing was necessary
for two reasons. Firstly, an automated credibility assessment system that contradicted participants’
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Table 2. Eight explanations for a headline, highlighting the difference between CVs and the AI’s judgement
as either accurate ( ) and inaccurate ( ). Each participant only saw one of these explanations for a headline.

Headline: “Wisconsin emerges as the top producer of cranberries.”

Consensual : Of the individuals taking this survey with you, 71% have rated it as accurate while 29% have rated it as
inaccurate.

: Of the individuals taking this survey with you, 71% have rated it as inaccurate, while 29% have rated it as
accurate.

Expert : According to an expert in the agricultural industry, Wisconsin enjoys its dual status as both a dairy and
cranberry powerhouse, ranking at the top.

: According to an expert in the agricultural industry, cranberries areWisconsin’s number one fruit crop, but
it is not in fact the nation’s leading producer.

Logical : Cranberries flourish in Wisconsin, given its unique geography and climate. Cranberries thrive in wet,
acidic soil, andWisconsin’s northern regions are dotted with thousands of shallow, marshy bogs that provide
the perfect growing conditions.

:WhileWisconsinmay have the ideal conditions for growing cranberries, that does not necessarily translate
to being the nation’s top producer. Other factors, such as farm size, infrastructure, and access to markets, also
play a role in reducing the state’s yield.

Empirical : Wisconsin produced a record-breaking 5.38 million barrels of cranberries in 2020.This represents over 60%
of the total US cranberry production for the year, solidifyingWisconsin’s position as the nation’s top cranberry
producer.

: Wisconsin produced a record-breaking 2 million barrels of cranberries in 2020, representing around 35% of
the total US cranberry production for the year. Wisconsin is the leading producer of dairy in the country, but it
ranks only fourth in cranberry production.

every decision would appear inherently untrustworthy and may interfere with any causal relation-
ships we infer between explanations and observed user behaviour. Secondly, such a setup may also
shatter the believability of AI involvement, making the experiment appear synthetic to participants.

In the control condition, to establish a baseline, the AI provided an overt binary credibility
decision (i.e. accurate or inaccurate) without any explanation. In the four treatment conditions, the AI
additionally displayedanexplanation rationalisinghow it arrived at its decision. For eachheadline,we
designed four explanations, each rooted in a conceptualisationvalidation (CV)–consensual, expert,
logical, and empirical [46]. We leveraged ChatGPT (GPT-3.5) to design explanations that better
resemble model outputs and offer less variability between headlines. Being a language model, we in-
structed it to generate eight explanations for each headline, one set of four corroborating the headline
andanother set of four refuting it,with each set framedaccording to the fourCVs. For eachexplanation
type, we thoroughly outlined the characteristics of its underlying CV in our prompts to ChatGPT.

The authors vetted the generated explanations over several passes, ensuring explanations con-
structed from each CV have no unintended variability between headlines. For instance, for the
expert CV-based explanations, we ensured that the 16 explanations that support our 16 headlines
and the 16 explanations that contradict themwere identical in structure and framing, only varying
the specific details of the headline incorporated into the explanation, and whether or not the experts
supported the claim.This process helpedus clearly operationalise theCVs, ensuring that anyobserved
differences in participant behaviour between explanation types are strictly owing to the nature of
the explanation (see Table 2 for an example of generated explanations).The complete set of headlines
and explanations is included in the supplementary material.

3.2 Experimental Procedure
Figure 2 provides an overview of our experimental design. We utilised a 2 (Headline Scientific-
ness: Scientific and Non-Scientific) × 3 (Political Congruence: Congruent, Incongruent, and
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Fig. 2. The full experiment flow. Headline characteristics (6) and explanation type (5) vary between treatments.
(a): Pre-task questionnaire. (b): First of 16 headline displayed (c): Measurement of initial judgement and
confidence. (d): Same headline presented again with the AI aid’s binary judgement and an explanation type.
(e): Final measurement of participant’s judgement and confidence. (f): Procedure repeated for all 16 headlines.
(g): Open-ended questions and debriefing related to participants’ exposure to misinformation.

Non-Political) × 4 (Explanation CV: Consensual, Expert, Internal, Empirical) within-subjects fac-
torial design, as represented in Figure 2 (b) and (d). Additionally, participants also saw a control
condition where no explanation was displayed.

3.2.1 Participants. Wepublished our studyonProlific and screenedparticipants prior to recruitment,
restricting their political orientation to the two dominant in current U.S. electoral politics. Thus,
participants were required to be born and located in the U.S., and identify either as a Republican or
Democrat. By considering the congruence between participants and the headline slant, rather than
absolute political orientations, we can gain insights that may extend beyond the specific political
orientations of the participants we recruit. We presented the survey to participants with an approval
rate ≥97% on Prolific and ensured no participant took part in our study more than once. Overall, we
recruited valid data from 320 participants, equally divided between Republicans and Democrats.

3.2.2 Procedure. Participants were randomly assigned a counterbalanced headline characteristics
and explanation CV sequence, with theAI Judgement being in favour of participants’ assessment
for half the headlines. We informed participants that they would work with a credibility assessment
AI aid.The survey began with a pre-task questionnaire, which collected participants’ demographic
details and political orientation, and administered the TiA-PtT (Trust in Automation – Propensity
to Trust subscale [56], measures dispositional trust in automation) and ATI (Affinity for Technology
Interaction [31]) questionnaires (Figure 2 (a)). Next, we displayed the first randomised headline
(Figure 2 (b)) and collected participants’ initial, unassisted binary credibility judgement (Figure 2 (c)).
We alsomeasured their confidence in their reported judgement, i.e., how certain theywere about their
credibility evaluation, on a sliding scale of 1 to 100, with a higher score indicating higher confidence.
To nullify the potential bias generated by the starting position of the anchor on a slider [99], our
sliders started unmarked, with an anchor appearing only after users clicked on the slider’s range.
In studies examining changes in beliefs or opinions, including research on misinformation [47, 118]
and conformity [120, 121], initial confidence commonly serves as a proxy for participants’ prior
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Fig. 3. Distribution of user behaviour during cases of agreement and disagreement with the AI.

knowledge or uncertainty about the task, and influences their inclination to rely on theAI [64, 81, 117].
Collecting initial confidence allowed us to effectively account for participants’ prior knowledge of
the headlines during our analyses. Following this, theAI aid either agreed or disagreedwith the users’
initial judgement, for example, disagreeingwith the participant by judging the headline to be accurate
if the participant had judged it to be inaccurate.This system behaviour aimed to understand how
participants’ reliance on the AI’s judgement varied between explanations when there was an initial
disagreement.Thus, in conditions other than control, the AI judgement was also accompanied by
an explanation, whose CV varied between treatments (Figure 2 (d)).

Upon seeing the AI aid’s advice, participants were asked to provide their final credibility assess-
ment and confidence (Figure 2 (e)), incorporating or neglecting the AI’s judgement.This setup was
repeated for all 16 headlines for each participant (Figure 2 (f)). Lastly, using a post-task questionnaire,
we probed participants through open-ended questions to obtain insights about their collaborative
credibility assessment experience and their trust in the AI (Figure 2 (g)). We were also interested in
understanding why they may have changed their judgement to align with the AI or perhaps resisted
its influence.Moreover, since participantswere exposed to somemisinformation, theywere debriefed
at the end of the study.The debrief message was designed to thoroughly and clearly communicate
the necessary information to participants, and was revised based on feedback from a pilot study.
The debrief also included links to Politifact reports comprehensively debunking any misinformation
shown during the study. Lastly, to ensure comprehension and detect inattentive participants, we
randomly presented attention check questions throughout the survey, which followed best academic
practices and solelymeasured attentiveness [43] rather thanmemory or knowledge.Thosewho failed
both checks (N = 11) were removed from our final dataset, and we recruited additional participants
until we reached a valid dataset with 320 participants.

The Ethics Committee of our university approved the study. Participants took a median time of
approximately 14 minutes to complete the survey and received around US$4 for participation.

4 RESULTS
We recruited 320 participants (156 men, 159 women, 3 non-binary, and 2 preferred not to specify)
for this study. Each participant evaluated 16 unique headlines, resulting in 5120 initial and an equal
number of final credibility responses.The AI-based indicator mirrored and opposed the participants’
judgements an equal number of times.Thus, there were 2560 instances where the AI’s judgement
directly opposed the participants’. We note that our intention was not to compare user behaviour
between human-AI agreement and disagreement scenarios but to examine the influence of the
presence and type of CV-based explanations on the adoption of AI advice in cases of disagreement.

4.1 Robustness andManipulation Check
All but three participants changed their initial judgement or confidence at least once after seeing
the AI disagree with them.We observed 1300 changed judgements in total, with an average of 4.06
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Fig. 4. Distribution of changes in user confidence. Left: During cases of agreement and disagreement with
the AI; Right: Solely displaying cases of disagreement with the AI, for when users changed their judgement
versus when they did not.

changes (SD =2.39) per participant, out of the eight instances of disagreement between the participant
and the AI.The distribution of participant behaviour after viewing the AI’s judgement is depicted
in Figure 3. During AI agreement, participants changed their credibility judgement in 0% of cases,
made no changes to both judgement and confidence in 15.9% of cases, while revised their confidence
in 84.1% of cases. Conversely, duringAI disagreement, participants changed both their confidence
and judgement in 46.9% of cases, while revising only their confidence in 38% of cases.

Figure 4 (left) illustrates this change of confidence in detail. When the AI agreed with participants,
they increased their confidence in 75% of instances (M = 20.2, SD = 16.4) after observing the AI
reinforce their judgement. Conversely, when the AI disagreed, we observed two distinct behaviours
— participants decreased their confidence in around 46% of cases (M = -17.8, SD = 16), whereas they
also increased their confidence in 39% of cases (M = 18.2, SD = 16.1).This divergence in confidence
is explained when we analyse it along with switching behaviour duringAI Disagreement (Figure 4
(right)). When the AI disagreed with participants, but they chose to maintain their judgement, their
confidence decreased in 58% of instances (M = -16.8, SD = 15.5). However, when they did switch
to align with the AI’s judgement, they increased their confidence in almost 58% of instances (M
= 21.3, SD = 16.3).These results firmly establish that participants were more likely to switch their
judgement and reduce their confidence when the AI’s judgement did not match theirs and increase
their confidence when the AI did align with them, not randomly but under the influence of our
experimental conditions, confirming the validity of our results.

To verifywhether the congruence between participants’ political orientation and a headline’s slant
was perceived by participants as we intended, we examined participants’ initial, independent belief
in the headlines. We hypothesised that participants would perceive politically congruent headlines
to be accurate more frequently than politically incongruent ones, while neutral headlines would
be evaluated similarly across participants. A chi-square test of independence reveals a significant
relationship between headline slant and participant political orientation (j2 = 63.58, df = 2, p <
0.001). As expected, Republican participants initially perceived a much higher percentage (65.8%) of
Republican-slanted headlines as accurate compared to Democrat-slanted headlines (39.5%). Likewise,
Democrat participants found a much higher percentage (63.9%) of Democrat-slanted headlines
accurate compared to Republican-slanted headlines (44.2%). Both groups perceived neutral head-
lines similarly, with approximately 42.1% of Republicans and 39.8% of Democrats assessing them as
accurate. Together, these results affirm the effectiveness of our manipulation of political congruence,
providing evidence that headlines categorised as favouring or opposing specific political views were
indeed perceived as such by participants identifying with that political group.

Finally, as the AI randomly agreed and disagreed with participants, we determined if our partic-
ipants detected this and consequently experienced a decline in trust in the AI as the experiment
progressed. Instead, we found a slight positive correlation between the likelihood for participants to
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switch and the trial number (V = 0.003, SE = 0.001, p = 0.025). Participants exhibited a minute increase
in reliance on the AI as the experiment progressed. These findings increase the likelihood of any
observed switching behaviour being attributed to our experimental manipulations, rather than extra-
neous factors, allowing us tomake causal inferences about the influence of ourmanipulated variables.

4.2 Model Construction
Wemeasured participants’ reliance on the AI aid using Switch Fraction, a metric widely used in the
literature [64, 123] and suitable for a two-stage decision-making process like ours [111]. In our study,
the switch fraction captures the instances where a participant changed their credibility judgement
to align with the AI aid’s prediction following an initial disagreement between the two. Since cases
without initial disagreement do not contribute to this measure, we subset our data during analysis
to reflect only those cases with an initial disagreement between the participant and the AI aid (50%
of cases). Moreover, our research objective was to understand how different CV-based explanations
influence trust and reliance.Thus, we deliberately chose not to report any performance or accuracy
measures.This was also necessary because the AI aid’s accuracy is not fixed and instead is a function
of the accuracy of the users themselves — it agrees with the users’ judgement half the time and
disagrees with the other half, irrespective of the ground truth. We investigated the impact of the
following eight predictor variables on participants’ switching behaviour:

• Scientificness:Whether or not the headline message was scientific (possible values: scientific
or non-scientific).

• Political Congruence: Political alignment between a headline’s slant and participants’ politi-
cal orientation (possible values: congruent (where the headline aligns with the participant’s
political orientation), incongruent (where the headline opposes the participant’s political
orientation), and non-political).

• Conceptualisation Validation (CV): The presence and type of the AI’s explanation CV
(possible values: Control (no explanation), consensual, expert, internal, and empirical).

• Confidence8=8C80; : Participants’ initial confidence in their judgement before seeing the AI’s
assessment, allowing us to account for their prior knowledge of the headline (ranging from
0–100, higher values denoting higher confidence).

• AI Accuracy: Whether or not the AI’s credibility judgement was accurate according to
the ground truth. This variable is determined by comparing the AI’s judgement with the
veracity of the headline (fake or factual), establishing whether the AI made correct or incorrect
recommendations (possible values: accurate or inaccurate).

• Trust in Automation (TiA):A set of validated questionnaire scales to measure subjective
trust [56], from which we adopted the Propensity to Trust (TiA-PtT) subscale to account
for any effects of dispositional trust on user reliance, following similar studies [39, 59]. The
responses were collected on a Likert scale ranging from 1: Strongly Disagree to 5: Strongly
Agree, subsequently aggregated into a single measure.

• Affinity for Technology Interaction (ATI):A validated instrument to consider any possible
effects of participants’ affinity for technology [31] on the reliance they exhibit, following similar
experiments [39].The responses were collected on a Likert scale ranging from 1: Completely
Disagree to 6: Completely Agree, subsequently aggregated into a single measure.

We utilised the statistical R package lme4 [6] to construct a generalised linear mixed-effects model
(GLMM)of the relationship between the aforementioned predictor variables and switching behaviour,
using a logit link function.This enabled us to determine the impact of a group of predictor variables
on an outcome variable (switched or not) with a non-normal distribution. We specified participant
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Table 3. Effect of predictors on participants’ switching behaviour. Statistically significant main effects and
interactions (p <0.05) are in bold. The sign of the estimate (+/-) denotes the direction of the relationship between
the predictor and switching behaviour.

Variable Estimate Odds Ratio 95% CI p-value

Baseline: Condition = Control
Condition = Treatment 0.826 2.29 [1.48, 3.52] < 0.001

Baselines:
Scientificness = Non-scientific, Political Congruence = Congruent, CV = Control,
AI Accuracy = Inaccurate

Headline characteristics
Political Congruence = Incongruent -0.128 0.87 [0.44, 1.70] 0.707
Political Congruence = Neutral 0.017 1.00 [0.55, 1.82] 0.955
Scientificness = Scientific -0.222 0.81 [0.51, 1.31] 0.358

Conceptualisation validations (CVs)
CV = Consensual 0.410 1.50 [0.61, 3.69] 0.370
CV = Expert 1.158 3.18 [1.31, 7.72] 0.010
CV = Internal 1.581 4.87 [1.99, 11.93] < 0.001
CV = Empirical 1.591 4.93 [2.04, 11.93] < 0.001

Participant characteristics
TiA-PtT 0.021 1.35 [1.09, 1.67] 0.005
ATI -0.006 0.90 [0.74, 1.10] 0.304
Confidence8=8C80; -0.044 0.33 [0.29, 0.38] < 0.001

AI characteristics
AI Accuracy 0.167 1.18 [0.95, 1.47] 0.125

Interaction effects
Political Congruence = Incongruent : CV = Consensual 0.095 1.13 [0.42, 2.99] 0.848
Political Congruence = Incongruent : CV = Expert 0.477 1.64 [0.63, 4.25] 0.325
Political Congruence = Incongruent : CV = Internal -0.243 0.79 [0.30, 2.09] 0.621
Political Congruence = Incongruent : CV = Empirical -0.015 1.00 [0.38, 2.60] 0.974
Political Congruence = Neutral : CV = Consensual 0.256 1.32 [0.58, 3.03] 0.544
Political Congruence = Neutral : CV = Expert 0.209 1.26 [0.55, 2.83] 0.616
Political Congruence = Neutral : CV = Internal -0.480 0.63 [0.27, 1.43] 0.253
Political Congruence = Neutral : CV = Empirical 0.250 1.30 [0.57, 2.94] 0.549
Scientificness = Scientific : CV = Consensual -0.374 0.67 [0.35, 1.30] 0.266
Scientificness = Scientific : CV = Expert 0.230 1.24 [0.64, 2.38] 0.489
Scientificness = Scientific : CV = Internal 0.434 1.52 [0.79, 2.94] 0.195
Scientificness = Scientific : CV = Empirical 0.168 1.16 [0.63, 2.25] 0.617

IDs as a random effect in our statistical model.This accounted for individual differences as well as
any correlation amongst repeated measurements from the same participant.

We conducted a likelihood ratio test between our final model and the null model to ascertain the
goodness of fit [8]. Ourmodel provides a significantly better fit to the data compared to the nullmodel
(j2 = 423.6, p < 0.001) and accounts for 44.9% of the variance in switching behaviour ('2 = 0.449).

We observed significant main effects of conceptualisation validations (CVs) (RQ1) (Figure 5) and
participants’ initial confidence (RQ3) (Figure 6a, 6b) on switching behaviour. Participants’ TiA-PtT
(RQ3) (Cronbach’s U = 0.75) also had a main influence on switching behaviour (Figure 6c). No effects
were observed for participants’ ATI (RQ3) (Cronbach’s U = 0.89), or the characteristics of headlines
(RQ2) in this study. In the following sections, we describe these findings in detail.

4.3 The Effect of Conceptualisation Validations (CVs) on Trust
As presented in Table 3, we found a statistically significant difference in switching behaviour between
the Control and all treatment conditions combined (V = 0.826, SE = 0.220, p < 0.001) (RQ1). Par-
ticipants were more likely to switch their credibility judgement to align with the AI in the treatment
conditions (containing an explanation) compared to the Control (no explanation), with an odds
ratio of 2.29 (95% CI between 1.48 and 3.52).These results demonstrate that CV-based explanations
increased reliance on the AI’s judgement.

We observe that Expert, Internal, and Empirical CV-based explanations were more effective
than both Consensual explanations and having no explanation (Control) (RQ1). In the Control
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Fig. 5. Theeffectof thepresenceandtypeofexplanationonswitch fraction.Errorbarsdenote standarderror (SE).

condition, participants switched in 26.8% of instances, seeing an explicit AI judgement with no
explanation. However, compared to the Control, greater switching was observed in instances
involving CV-based explanations – participants switched 34% of times for Consensual (V = 0.410,
SE = 0.458, p = 0.370), 62.2% for Expert (V = 1.158, SE = 0.458, p = 0.010), 63.5% for Internal (V =
1.581, SE = 0.457, p < 0.001), and 68% for Empirical explanations (V = 1.591, SE = 0.450, p < 0.001).
In other words, Consensual explanations were the least effective form of explanation supplied
to participants, while the other three were almost double as effective.The difference between the
relative effectiveness of CVs and the Control is depicted in Figure 5.

Further, we performed a post-hoc analysis by obtaining pairwise contrasts between the different
explanation types, and found statistically significant differences when comparing Control and
Consensualwith the other variants, further highlighting the greater relative effectiveness of Expert,
Internal, and EmpiricalCVs.All explanations except Consensual performed better thanControl:
ControlvsConsensual (p=0.775),ControlvsExpert (V =-1.503, SE=0.295, p<0.001),Controlvs
Internal (V =-1.557, SE=0.297, p<0.001), andControlvsEmpirical (V =-1.754, SE=0.297, p<0.001).
Further, Consensual was the least influential CV in causing participants to switch their judgement:
Consensual vs Expert (V = -1.163, SE = 0.179, p < 0.001), Consensual vs Internal (V = -1.217, SE =
0.181, p < 0.001), and Consensual vs Empirical (V = -1.413, SE = 0.181, p < 0.001). However, pairwise
contrasts revealed no significant differences between Expert and Internal (p = 0.998), Expert and
Empirical (p = 0.601), and Internal andEmpirical (p = 0.799). Figure 5 illustrates these comparisons.

4.4 Initial Confidence, Trust in Automation, Headline Characteristics, and AI Accuracy
Our results indicate a significant main effect of initial confidence on switching behaviour (V = -0.044,
SE = 0.002, p < 0.001) (RQ3). Participants with higher confidence in their own judgement prior to
seeing the AI aid were less likely to be impacted by the explanations to switch their judgement to
align with the AI’s (see Figure 6a).While the initial confidence values of participants ranged between
0-100 during both cases of switching and no switching, we observed a difference in themedian values.
Participants who did not switch demonstrated a median initial confidence of 75, whereas those who
switched displayed a lower median value of 54 (see Figure 6b).

We also observed a main effect of participants’ propensity to trust automation (TiA-PtT) on
switching behaviour (V = 0.021, SE = 0.007, p = 0.005) (RQ3). Participants with a higher trust in
automation were more likely to switch their responses to align with the AI (see Figure 6c). Those
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Fig. 6. (a) The effect of participants’ initial confidence on switching behaviour. The shaded area denotes 95%
confidence intervals (CI); (b) Distribution of initial confidence when participants did not switch versus when
they switched; (c) The effect of participants’ Trust in Automation (Propensity to Trust subscale) on switch
fraction. The shaded area denotes standard error (SE).

who scored higher on the TiA-PtT scale were 35%more likely to switch, with an odds ratio of 1.35
(95% CI between 1.09 and 1.67).

Wemanipulated the headline characteristics across two axes: scientificness and political congruence.
We did not find a significant main effect of the headline being scientific, nor of political congruence,
on switch fraction in this study (RQ2). We also do not find a significant interaction effect between
CVs and headline characteristics.

Lastly, we did not find a significant main effect of AI accuracy on switching behaviour, suggesting
that whether the AI’s credibility judgement aligned with the ground truth did not impact users’
decisions to switch their judgement (p = 0.125).

4.5 Qualitative Analysis
At the survey’s conclusion, participants answered open-ended questions about factors pertaining to
the AI-based credibility indicator that may have influenced their decisions to revise or maintain their
judgements. We sought insights into how CV-based explanations impacted participants’ trust in the
AI and their perceptions of it. We systematically coded the responses following a deductive thematic
analysis approach [10]. We aimed to understand how different explanation CVs and other factors
influenced reliance on the AI. To conduct the deductive thematic analysis, we developed a coding
framework based on pre-established themes derived from relevant literature and our research objec-
tives. We first gained a holistic understanding of our data and then identified and labelled segments
of participants’ responses corresponding to our pre-determined themes.The coding process involved
systematically assigning these segments to their respective themes, ensuring consistency in our
analysis. In the following sections, we present the fivemain themes that originated from our analysis.

4.5.1 The Impact of Explanations. Existing literature highlights the pivotal role of explanations
in fostering trust in AI decisions. Our qualitative results reemphasise this impact, as when the AI
did not provide explanations, participants were reluctant to trust it; “I would like the AI to provide
the information that allowed it to make a final decision. Without that it’s harder to trust it.” (P301).
Conversely, explanation compelled participants to rely on theAI; “[The explanations] helpedme switch
as they were always very explicit and clear.” (P67), and update their mental models; “It helped having
information cited to you instead of getting an ‘inaccurate’ or ‘accurate’ rating. Ifmy reasoningwaswrong,
it helped to have the information to correct it.” (P72). Explanations also gave rise to anthropomorphic
descriptions, such as perceived transparency, honesty, and a lack of deceptive intentions; “It was nice
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to see how [the AI] came up with answers. It made me feel like it was transparent and honest. […] it was
not trying to fool me or hide anything.” (P62).

Further, participants highlighted the credibility assessment AI as a tool for promoting deliberation,
as it made them pause and critically reflect upon headline accuracy, “giving it more thought” (P136).
The explanations also reminded participants about the potential fallibility of their judgements;
“It reminded me of the possibility that I could be wrong.” (P83). Lastly, the explanations brought to
participants’ attention novel information or reasoning approaches; “[The explanations] presented
something I had not thought of.” (P78).

4.5.2 How Initial Confidence affects Reliance. Mirroring the findings of research on individ-
uals’ confidence and their likelihood of conforming to automated advice, we found that low initial
confidence led to more switching. Participants mentioned their lack of headline knowledge as a
precursor to low confidence and as an indicator of greater reliance on the AI; “Where I didn’t know too
much about the subject, I may have deferred to the AI a little more.” (P1). In contrast, when participants
were confident in their assessment, they were less likely to accept the AI’s advice; “[I did not switch]
because I was very confident in my initial answer.” (P221).

4.5.3 Explanation Conceptualisation Validations (CVs). We identifiedConsensual explana-
tions to be the least effective form of explanation, a finding also salient in our quantitative results; “In
some cases theAI’s reasoningwas based onhowmanypeople prior answered thatway instead of giving de-
tails on the headline. In these cases I stuckwithmy initial judgement.” (P60). Participants being unaware
of the knowledge of other respondents was the primary reason for reduced trust in Consensual ex-
planations; “[…] it did not increasemy confidence because I do not know the knowledge of the participants
on any of the subjects. It’s possible they have no accurate information and are guessing.” (P162).

Conversely, some participants felt positive about Consensual explanations and were more likely
to rely on the AI if it presented an opposing opinion of the majority; “[I switched] particularly when
it gave percentages of other users who agreed or disagreed with it. I felt if a large percentage voted one
way then that was most likely the correct answer.” (P113).

A significant majority of our participants highlighted the greater effectiveness of the other three
CVs – namely Expert, Internal, and Empirical – compared to Consensual; “If the AI mentioned
statistics that showed how its reasoning was influenced, or if a specific study was mentioned or if a doctor
or other professional was cited, it was more likely to change my judgement. If it just mentioned what
other people chose in the study, it didn’t really change mymind.” (P116).

For Expert explanations, statements from field experts played a major role in persuading partici-
pants to switch; “I tended to agree with the AI when the information was cited as coming from experts in
a relevant field.” (P219). Further, Expert explanations also instilled greater trust in theAI for scientific
headlines; “I wasmore likely to trust the AI when it provided explanations by researchers or health profes-
sionals.” (P312), and; “The inclusion of statements from health professionals [made me switch].” (P242).

For Internal explanations, participants communicated the importance of being able to gauge the
logical (in)consistency of claims, both for credibility assessment and in enhancing their trust in theAI;
“[…] logical argumentsweremymainmotivating factorswhen switching answers.” (P155). Such explana-
tions provided an alternative rationale that participants had not considered; “Usually when the AI […]
suggested a more plausible rationale than I had been using – I considered switching my answer.” (P214).

Lastly, most participants found the statistical evidence included in Empirical explanations to be
influential and informative; “I [switched] more when specific statistics, facts, theories and studies were
cited.” (P26). Reflecting our quantitative findings, Empirical explanationsweremore convincing than
others; “When the AI had cold hard facts—that’s when I listened. Otherwise it’s just guessing.” (P199).
Factual information also increased trust in the AI; “Evidence increased my level of trust because there
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was a foundation for the AI influence, not just a statement of fact.” (P16), and made the AI appear more
trustworthy; “When the AI provided specific data points I thought it was more trustworthy.” (P162).

4.5.4 The Impact of AI Judgement on Final Confidence. While some participants maintained
their judgements, theyexperienced reducedconfidenceafter theAIdisagreedwith them.This suggests
that when the AI could not sway judgements, it did induce some uncertainty; “I don’t think I switched
much, I just lowered the percentage of my confidence.” (P98). Further, some participants only changed
their confidence levels, not the overall judgement; “None of them made me completely change my
opinion, but it did increase or decreasemyconfidence level.” (P202). Interestingly, someparticipants expe-
rienced decreased confidence in their new judgement after switching; “If theAI thought the answerwas
different than mine I would switch sides, but be less confident about my answers.” (P180). These qualita-
tive results alignwith our quantitative findings. Conversely, theAImirroring participants’ judgement
servedasaconfidentbooster; “If I alreadybelieved it tobe trueornotand theAI confirmedmychoice, then
my confidence increased.” (P54), and “[…] the AI agreeingmadememore confident in my opinion.” (P72).

4.5.5 Bias Towards AI and Aversion to Being Fact-checked. Automation bias can manifest
when users excessively rely on the AI’s judgements without critically evaluating them. Some par-
ticipants unquestionably accepted the AI’s advice due to the perception that AI systems are highly
accurate and superior; “I always assumed the AI would give me correct answers based off of factual
information, so I changed mymind because of that.” (P64).

Conversely, some participants exhibited an aversion towards automation, wherein they were
hesitant to fully trust the AI irrespective of the accuracy of its explanations; “AI is great but I still don’t
have complete trust in it.” (P158), and “[The explanations] didn’t really affect howmuch I trust AI. I don’t
really trust AI, and Iwould rather just rely onmy own judgement […]” (P116). A fewparticipants blamed
their aversion on theAI gathering information from the internetwhere inaccurate information exists;
“The AI is picking up information off the internet and there is a lot of misinformation out there.” (P16).

Some participants were also reluctant to be fact-checked by the AI because they perceived it to be
politically biased.A fewparticipants, all identifying asRepublicans, disregarded theAI’s advice on the
grounds of it being liberal and biased towards the left of the political spectrum; “I did not switch. […] I
know it is a FACTanyAI involved in fact-checkingwill be liberally biased. Ormanipulatively spin context
into the next galaxy.” (P118), and “I generally stayed withmy initial judgement. I think the AI was biased
to the left.” (P47). We note that we had an equal number of headlines with Republican and Democrat
congruent and incongruent themes, as well as non-political themes, seen by all participants. As the
AI judged headlines as being inaccurate or accurate in an equally randommanner for all headlines
and participants, its judgements were not more favourable towards one end of the political spectrum.

5 DISCUSSION
5.1 Explanations Induce Greater Trust in a Fact-checking AI
Existing literature has long emphasised the critical role of explanations in fostering trust in auto-
mated decisions [61, 124]. However, fact-checking is notoriously tricky, misconceptions are hard
to revert, and people tend to prefer information that aligns with their long-held beliefs to avoid
cognitive dissonance [30, 109]. Arguably, automated fact-checking aids must do more persuasive
‘work’ than support aids in other contexts, such as agricultural productivity and medical diagnoses,
because they must be compelling enough to fight against users’ political biases and misconceptions,
enabling them to overcomemotivated reasoning.Therefore, we set out to investigate how to best
design explanations to promote reliance and trustworthiness in a fact-checking AI. We designed
model-agnostic, natural language explanationswoven around the four ConceptualisationValidations
(CVs) [46] – Consensual, Expert, Internal, and Empirical.
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Our results demonstrate the effectiveness of detailed explanations in building trust in AI, even in
a fact-checking context. Participants trusted the AI more after reading its explanations and preferred
it over an explicit binary judgement (RQ1) because explanations helped augment their reasoning, as
shown in our qualitative results. When AI judgements lacked explanations, participants switched in
only 26.8% of cases, indicating that the absence of explanations made relying on the AI challenging.
Notably, our findings align with and extend existing research, which found AI-based credibility
indicators to exhibit limited effectiveness [100, 122], either due to the absence of explanations [14, 77],
or the provision of explanations that were challenging to comprehend and could not improve users’
understanding of the AI’s rationale [3, 24, 89]. In contrast, when our AI presented explanations
constructed from the different types of evidence humans utilise to validate new concepts, specifically
Expert, Internal, or Empirical CV-based explanations, users could understand the AI’s reasoning,
and followed its recommendations much more frequently (62-68%). Consensual explanations were
perceived as the least compelling, albeit still more compelling than no explanation, with participants
following these recommendations in 34% of cases.This underscores the vital role of natural language
explanations crafted from CVs in shaping human decision-making during credibility assessment,
specifically highlighting the potential of Expert, Internal, and Empirical explanations to enhance
the effectiveness of AI-based fact-checking aids in countering misinformation.

5.2 CV-based Explanations Influence Reliance Differently
There are various plausible explanations for the observed influence of different CVs in our study
(RQ1).Consensual validation emphasises the role of social influence in fostering the acceptance of
new information. Social influence literature identifies two motivations for individuals to conform to
a majority opinion: normative influences (conforming to gain approval and fit in) and informational
influences (conforming to be more correct) [20]. In our study, when Consensual explanations were
provided, participants encountered a dissenting AI that based its decision on the (simulated) judge-
ment of the majority of other survey takers. It is plausible that those who aligned their judgement
with the AImight have been subject to informational influence, a notion supported by our qualitative
findings. Research on online social conformity reports a conformity rate of around 30-33% [119, 121],
which is close to the switching rate we observed for Consensual explanations (34%). We note that
we did not incentivise participants’ accuracy during our experiment, so this desire to be ‘right’ may
also persist on social media platforms deploying Consensual explanations, and further efforts are
required to closely examine its influence.

In addition, our participants did not have an estimate of the knowledge of other survey takers and,
as a result, could not gauge the trustworthiness of their judgement.This resonateswith our qualitative
findings and existing literature, which highlight the influence of source knowledge and credibility
in influencing beliefs [22, 76].The expertise of a source of information is often a heuristic that people
rely on to ascertain trustworthiness in the absence of other information [71]. Because participants
lacked knowledge about other survey takers’ expertise, they more frequently chose to maintain their
original judgements instead of trusting the AI’s decision. Nevertheless, from our qualitative analysis,
we found that the inclusion of explanations—evenConsensual ones—motivated individuals to pause
and critically re-examine the headline presented.This suggests that such an intervention can promote
amore deliberative information-assessment habit on social media platforms, even among individuals
whomay initially be reluctant to engage in such practices, and should not be dismissed as entirely
ineffective. Future work can investigate scenarios where Consensual explanations can offer greater
utility, such as in cases where the public perception of a claimmight be of greater importance.

We found Expert explanations to cause switching in over 62% of instances when they were
displayed. Expert validation is rooted in the trust that individuals place in domain experts. Our
findings demonstrate that participants relied on judgements accompanied by statements from field
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experts, such as health professionals and agriculturalists, resulting in greater trust in the AI. Notably,
people often blur the line between their own knowledge and the knowledge they acquire from their
community.This reliance on communal knowledge, known as epistemic dependence, plays a crucial
role in accepting the unknown [38]. Sloman and Rabb [102] report that “knowing that experts under-
stand a phenomenon gives individuals the sense that they understand it better themselves, but only if
they believe they have access to the experts’ explanation.” In our fact-checking scenario, participants
likely relied on expert comments to make epistemic judgements about the credibility of headlines.
This reliance on communal knowledge also extends to contentious political matters, where people
incorporate others’ knowledge in the same manner as their own [29] and could explain why we ob-
servednodifference in switching behaviour betweenpolitically congruent and incongruent headlines
(RQ2). Our findings resonate with prior literature and extend it by showing that such an epistemic
dependence persists even when an automated aid acts as the messenger of the expert’s knowledge.

Further, Internal, or logic-based explanations,made participants switch in over 63% of instances
because they often provided participants with an alternate line of reasoning which they had not
previously considered. In a similar vein, Empirical explanations induced switching in 68% of
cases when they were presented. Empirical evidence can be perceived as more reliable as it presents
concrete data rather than subjective opinions and is less influenced by personal biases.

These findings present two important implications for the design of fact-checking AI aids. On the
one hand, they highlight the potential of CV-based explanations to foster trust in a fact-checking AI
and present credibility assessments on social media platforms, overcoming the scalability problem
of manual interventions. Users appreciated the informational nature of the explanations and could
understand how the AI arrived at its decision, which increased their trust in the AI.

On the other hand, we also found that individuals could not detect whether the AI was guiding
them towards the truth, leading them to indiscriminately alignwith theAI irrespective of its accuracy.
These results support the findings of Lu et al. [63], who identified a similar indiscriminate reliance on
AI-based credibility indicators, albeit in a context involving social influence and without presenting
any explanations for the AI’s judgements.This underscores the dual nature of AI-based credibility
indicators, showcasing their potential to guide individuals towards the truth while also posing the
risk of misleading them and contributing to misinformation. However, addressing this challenge
requires recognising the two-stage nature of fact-checking: initially classifying information as true
or false, and subsequently communicating this decision to end-users. Existing research often focuses
on the first stage—detecting misinformation—while our study contributes insights to the second
stage. Once the veracity of news has been confidently assessed, our results showcase effective ways
to present these verified credibility outcomes to end-users in a manner that resonates with their
understanding and reasoning processes.This involves designing tailored explanations that provide
expert opinions, logical reasoning, or scientific data, bridging the gap between machine explanation
and user comprehension. To further promote responsible use, platforms providing additional infor-
mation such as AI accuracy metrics or confidence scores [64] can empower users to make informed
judgements and mitigate the potential misuse of these indicators. Together, these findings illuminate
the intricate dynamics of user interactions with automated fact-checking aids, underscoring the
pivotal role of explanations and highlighting the pressing need to assist individuals in effectively
assessing the accuracy of AI-based credibility indicators.

5.3 Automation Bias, Overreliance, and Automation Aversion Impact the Effectiveness
of AI-based Fact-Checking

5.3.1 Automation Bias. In the context of AI-based credibility assessment, automation bias can
occur when users overly rely on AI judgements without critically evaluating them. Our study re-
vealed that some participants were subject to automation bias. Further, our results show that a higher
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propensity to trust automation increases one’s likelihood of switching to the AI judgement (RQ3).
Through our qualitative findings, we observe that this behaviour stemmed from users’ belief that
AI systems are highly accurate and capable, and this perception manifested in various ways.

First, explanations remained influential despite the absence of corroborating sources.
It is worth noting that Expert explanations neither named a specific expert nor supplied a source
to support the expert’s comment. Despite this, participants switched their judgement in over 62% of
cases involving anExpert explanation. Similarly, Empirical explanations did not provide a source for
the supporting data or any identifying attributes of the organisation conducting the research to lend
it credibility. Nevertheless, our participants switched to align with the AI in 68% of cases presenting
Empirical explanations. However, when the AI based its decision on the opinion of one’s peers, the
rate of switching dramatically decreased. This indicates that participants had lower trust in their
peers compared to the trust they placed in the AI’s explanations derived from online sources, even
in cases where the sources were not provided and the explanations were, therefore, not verifiable.

Second, participants’ confidence in their judgements increased when the AI agreed with
them — regardless of the AI accuracy. This finding contradicts the results of Lu et al. [63], who
observed that an agreeing fact-checking AI could not bolster users’ confidence. Critically, their
participants were subject to social influence, could see the veracity of the judgements of participants
preceding them, and were shown no explanations. As such, we hypothesise that the presence of
explanations in our study provided additional supporting information, thereby increasing partic-
ipants’ confidence in their assessment. It is thus an essential line of future work to examine how
(in)accurate agreements with a fact-checking AI augment the perception of correct news, in addition
to misinformation, and how contextual factors such as social influence impact this phenomenon.
Third, the perceived superiority of the AI’s credibility decisions, coupled with the in-

formational nature of its explanations, superseded the impact of participants’ political
biases. We found that the political congruence of headlines had a negligible impact on switching
behaviour.This suggests that participants were similarly persuaded to align their judgement with
the AI, irrespective of whether the headline was attitude-affirming, attitude-challenging, or alto-
gether non-political (RQ2). Our manipulation check further validates this finding by confirming
that political congruence and incongruence did manifest in our experiment.

Prior work highlights several possible factors causing this phenomenon. Both source expertise and
trustworthiness serve as heuristics for individuals to evaluate source credibility [71], and messages
from highly credible sources are more believable than those from sources with lower perceived cred-
ibility [2, 116]. Consequently, traditional fact-checking interventions are often limited in their ability
to persuade belief change for political news if the source of credibility information is perceived as
untrustworthy and unreliable [16, 48, 86].This strong influence of source perceptions on participants’
willingness to follow advice is also highly prevalent in the case of political misinformation—such
as that surrounding public health [114]—a category also examined in this work.

Furthermore, studies have shown that the impact of source perceptions extends to cases where
an AI serves as the information source, as individuals influenced by automation bias tend to regard
algorithmic decisions as superior to those made by humans [33, 73, 75]. We hypothesise that this
bias led our participants to perceive the AI as a knowledgeable, expert entity, and its credibility
decisions as accurate, as evident in our qualitative results. Importantly, the factual and informational
nature of explanations likely enhanced the perceived objectiveness of theAI, reinforcing participants’
view of the AI as a reliable source of credibility information. Participants valued the AI’s effort to
reason with them by providing expert opinions, logical arguments, or empirical evidence, and in
a manner that helped update their decision-making accordingly.Thus, the compelling influence of
CV-based explanations likely outweighed the influence of participants’ partisan attitudes. Overall,
participants’ trust in theAI’s judgement, regardless of political congruence, suggests thatwell-crafted
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and human-centred fact-checking explanations could effectively tackle the challenges associated
with partisan attitudes in conventional fact-checking interventions.

5.3.2 Overreliance. Our participants exhibited unwarranted trust and overreliance on the AI be-
cause they believed it to be comprehensive, gathering credible information, and making accurate
judgements, as suggested by our qualitative results.This raises the question of how including sources
in explanations would influence reliance, if users already find themselves compelled to switch even
without explicit sources. It is plausible that the addition of external sources to corroborate explana-
tions may promote more appropriate reliance. However, prior work finds that people tend to engage
with online news based only on the headline, often disregarding the source entirely [50, 65]. Empirical
evidence also suggests the inverse — how an individual perceives the news source can influence
their belief in it [106]. In our study, participants relied on unsubstantiated explanations, highlighting
how the authoritative influence of a fact-checking AI can cause overreliance, in the absence of any
AI accuracy metrics or explanation sources. We call upon future work to systematically examine
whether and how to include sources in AI explanations to promote informed decision-making and
further steer users towards appropriate reliance.

It is noteworthy that we observed indistinguishable reliance on AI when it was accurate compared
to when it was not, emphasising the potential risk of over-reliance. Buçinca et al. [12] propose three
cognitive forcing functions to reduce over-reliance on an explainable AI, to be implemented during
the decision-making stage to disrupt heuristic reasoning and promote analytical thinking. Our study
design implemented two of these three cognitive forcing functions. Namely asking the user to make
an independent judgement before seeing AI advice and delaying presenting AI advice until after
the decision-making task has been presented. Despite this, we observed over-reliance on the AI,
highlighting the pitfalls of explanations [23] and the potential role of automation bias in fostering
indiscriminate trust in AI. To address these challenges, future research should explore ways of pro-
moting appropriate reliance andmitigating inappropriate reliance on fact-checkingAIs.This includes
investigating the effectiveness of Buçinca et al. [12]’s third cognitive forcing function—offering users
the agency to choose when to see AI advice.

5.3.3 Automation Aversion. We also found some participants who exhibited aversion towards
being fact-checked by the AI. They were hesitant to trust the AI and disregarded its judgements.
Additionally, when challenged by the AI, some who did not switch their judgement increased their
confidence in it, doubling down to defend it.This behaviour parallels the ‘boomerang’ effect observed
in traditional corrective efforts against misinformation [13]. This phenomenon can be triggered
by individuals engaging in psychological rebellion, wherein they perceive fact-checking messages
as a threat to their intellectual abilities and core beliefs, actively embracing incorrect beliefs with
greater intensity [11, 13]. In a real-world scenario, corrections provided by a fact-checking AI could
potentially reinforce the misguided beliefs of individuals who already distrust AI. Investigating the
impact of a fact-checking AI on the entrenched beliefs of those who exhibit scepticism towards AI
can provide valuable insights into understanding the dynamics of trust and belief formation.

Finally, we did not disclose the accuracy of our AI-based credibility indicator to the users. However,
it is crucial to provide such metrics to promote appropriate reliance on an AI system. Interestingly,
prior research suggests that users’ trust in an AI is influenced more by its observed accuracy during
interaction rather than its stated accuracy [123]. Future research endeavours can explore how users
calibrate their trust in a fact-checking AI when presented with performance cues, allowing for a
deeper understanding of trust dynamics in such a fact-checking context.

Proc. ACMHum.-Comput. Interact., Vol. 8, No. CSCW2, Article 383. Publication date: November 2024.



383:24 Pareek, et al.

5.4 Limitations and FutureWork
Our study evaluated the effectiveness and perception of a fact-checking AI using a sample of U.S.-
based Prolific workers who identified as either Republicans or Democrats. Rather than analysing
the absolute impact of political orientations during our investigation, we adopted a more widely
applicable notion of congruence between an individual’s political orientation and the slant of a
headline. This broader perspective increases the likelihood of our findings applying to a broader
spectrum of political stances beyond Republicans andDemocrats. Nevertheless, our findingsmay not
fully represent the attitudes and behaviours of amore diverse population or individuals fromdifferent
cultural backgrounds, including non-partisans.Therefore, further research is necessary to assess the
generalisability of our findings to participants with different demographics and cultural contexts.

We also acknowledge that a binary credibility judgement cannot capture the full spectrum of
accuracy. However, we opted for this approach, recognising that a binary categorisation is commonly
employed in misinformation research [47, 63]. Future studies need to explore methods that can
capture a broader spectrum of information credibility, investigating headlines that are partially
accurate, missing context, or exaggerated.

We also identify the limitation posed by measuring participants’ confidence in their judgement
using a single-item question, and using it as a proxy for their prior knowledge. Future work can
utilise different questionnaires to better measure such constructs. Additionally, future work can con-
sider participant demographics in their analyses, as they may influence how individuals respond to
fact-checking, for example, by influencing their understanding of news feed algorithms of platforms
such as Facebook [89].

Furthermore, our headlines encompassed scientific, political, both, or unrelated topics. While
these categories enabled a broad spectrum of headline themes to be studied, individuals in real-world
scenarios can encounter diverse topics, such as sports or entertainment. Future research should
investigate CV-based explanations for headlines with greater thematic diversity.

Finally, our study did not investigate the long-term effects of engaging with fact-checking AI
or the potential influence of habituation over time. Participants’ limited exposure to the AI might
have influenced their trust and decision-making tendencies, and the novelty of interacting with a
fact-checking AI could have impacted their perceptions. Future research could adopt a longitudinal
approach to examine trust dynamics more comprehensively. Additionally, future work can also delve
into the temporal aspects of participants’ evolving relationship with the AI, investigating how past
reliance on the AI influences reliance during subsequent interactions.

6 CONCLUSION
In this study, we examine how trust in a fact-checking AI can be influenced by model-agnostic,
natural language explanations constructed from the different types of evidence that humans utilise
to validate new concepts. We find that providing explanations significantly boosts reliance on an AI,
even in the context of fact-checking where influencing prior beliefs is often challenging. Our results
reveal varying impacts of different CVs, with Consensual explanations having the least impact, and
Expert, Internal, and Empirical explanations being almost twice as influential.

These findings underscore the potential of CVs as a means to foster trust in fact-checking AIs on
social media platforms. However, we also find individuals being unable to discern whether the AI led
them towards the truth, emphasising the dual nature of such influential indicators to both guide and
mislead users. Additionally, we find headline characteristics (scientificness and political congruence)
do not significantly impact reliance, indicating that belief in both attitude-congruent and incongruent
headlines can be influenced by a fact-checking AI offering explanations. Interestingly, we observe
both automation bias and aversionmanifest during collaborative fact-checking,moderating uptake of
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the AI’s advice. Individuals with a greater dispositional trust in AI perceived it as superior and relied
heavily on its (in)accurate judgements, while some demonstrated reluctance to rely on it irrespective
of accuracy, perceiving the AI as incompetent or biased. In these cases, corrections often backfired,
compelling individuals to embrace their prior beliefs with increased vigour when challenged by the
AI.Weoffernuanced insights into the dynamics of user behaviours during collaborative fact-checking
with an AI and discuss how explanations augment the perception of such an AI. Overall, our results
provide important lessons for socialmedia platforms in designing adequate explanations forAI-based
fact-checking approaches to combat misinformation while highlighting their pitfalls.
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